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INTRODUCTION

The history of video games started in a small Norwegian village during
the 1680s, when a precocious young fisherman named Billy “SadPan-
da42” Jackson created Call of Duty 3 out of sticks and moxie. Strictly
speaking, parts of that sentence are not true, but I'm told that every
book about video games has to have a section up front on the history of
the medium. Something about how some inventive nerd at MIT made
Spacewar! in 1962 and about how Pong was originally found only in
bars. So I thought I'd just get that out of the way as quickly as possible
and with as little research as possible so that we could get to the good
stuff that everybody cares about: the video games of today.

They're huge! Here, have some impressive numbers: a 2015 report
by the Entertainment Software Association (ESA) shows that 51 per-
cent of the households in the United States own at least one console
dedicated to gaming (e.g., a Nintendo Wii U, a PlayStation, or an Xbox).
Furthermore, the ESA reported that 155 million Americans play games
regularly and that they spent $22.4 billion on their hobby. Those num-
bers are much higher when you consider other gaming devices, such as
phones, tablets, and personal computers. The Google Play store and the
Apple App store have more than 800,000 apps each, and Apple recently
reported in a January 2015 press release that in 2014 customers spent
more than $10 billion on downloads (many of them games) in their app

xi



xii INTRODUCTION

store alone.! Highly anticipated games in big franchises are events unto
themselves and can get gamers to stampede to the store to get in on the
excitement of a new release. The open world game Grand Theft Auto 'V,
for example, made $800 million in sales on just the first day of its
availability. Then, as if that weren’t impressive enough, it went on to
gobble up $200 million more over the next 48 hours.2 We live in a world
where a video game can make over $1 billion in less time than it takes
most of us to get caught up on laundry.

Gaming is also becoming more social and more of a shared experi-
ence. More than 70,000 gamers traveled to Seattle to attend the 2013
Penny Arcade Expo (PAX), where they spent three straight days sharing
their passion for games, seeing new titles, and listening to their idols
talk about the process of making games. The event sold out within six
hours, with tickets between $40 and $95, depending on how many days
one wanted to attend. The coveted 4-day passes sold out in just 23
minutes. In reaction to its growing popularity, the PAX organizers have
added expos of similar size in Boston, San Antonio, and even Sydney,
Australia. They all still sell out in hours to people who will travel from
all over the world to attend. Other consumer-oriented annual events
like Blizzcon and Quakecon also draw in many tens of thousands of
attendees each, and video games have a growing presence at even more
massive events like San Diego Comic-Con and South by Southwest.
These events can each have hundreds of thousands of attendees.

Even if you don’t play the big console releases or drive to Seattle and
sleep in your car for three days so you can attend an expo, games are
still all around you. Smart phones, Facebook, and the Web are stuffed
with video games of all different kinds. Phones and tablets are the
fastest growing area for video games, according to some market analysts
and every bored commuter in the last few years.? If you've ever had a
few minutes to kill waiting in line or sitting on a dull conference call at

work, you've probably played some Game of War, Dragon City, Clash

1. Apple, “App Store Rings in 2015 with New Records,” Apple press release, January 8,
2015, http://www.apple.com/pr/library/2015/01/08 App-Store-Rings-in-2015-with-New-
Records.html (accessed May 11, 2015).

2. James Brightman, “GTA V Exceeds $1 Billion in Only 3 Days,” GamesIndustry Inter-
national (blog), September 20, 2013, http://www.gamesindustry.biz/articles/2013-09-20-gta-
v-exceeds-USD1-billion-in-only-3-days (accessed April 24, 2014).

3. Wybe Schutte, “Infographic: The US Games Market,” Newzoo, December 12, 2013,
http:/Avww.newzoo.com/infographics/infographic-the-us-games-market/ (accessed April 24,
2014).
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of Clans, or one of the many games like them. And so has the person on
the other end of that conference call. King, the developers of the color-
ful puzzle game Candy Crush Saga, announced in a November 2013
press release that in just its first year the game was downloaded and
installed on Facebook and mobile devices more than half a billion
times.* That sounds ridiculous, but while King is leading the pack with
its game, others aren’t far behind. Mobile and social games are stretch-
ing the definition of “video game” to fill in all the corners of popular
culture.

What, for example, could be more traditional than the Boy Scouts of
America and soft drinks? Along with merit badges for starting fires and
finding their way out of the woods (which are now on fire), Boy Scouts
can now earn a “Game Design” merit badge by scrutinizing four video
games they have played and thinking about them critically in terms of
their design and themes. They might do this while sipping on a specially
packaged “Spartan Fuel” bottle of Mountain Dew featuring Master
Chief, the hero from the Halo series of first-person shooter games. In
2013, the Smithsonian American Art Museum even started accessioning
games like That Game Company’s Flower into its permanent collection
in order to better preserve the modern relics of art and culture.> And,
of course, I don’t have to tell you how easy it is to find characters in
television shows like Big Bang Theory that play games, or product
placements like when Walt Jr. played the appropriately named Rage
during an episode of Breaking Bad.

And to their credit, these television shows are more and more often
showing gamers as they are in real life: normal. It's worth noting that I
use the term “gamer” very generally throughout this book. Some people
don’t like the label, thinking that it’s too restrictive, too awkward, or
invokes too many unpleasant stereotypes. I get all that, but let’s be
honest: I'm not going to write “people who play video games” every
time a pithier and equally descriptive single word will do. And just as
the definition of video games is evolving, the idea of what qualifies as a

4. King, “Candy Crush Saga Celebrates One Year Anniversary and Half a Billion Down-
loads,” King press release, November 15, 2013, http://company.king.com/news-and-media/
(accessed April 24, 2014).

5. April Fehling, “Museums Give Video Games Bonus Life, but the Next Level Awaits,”
All Tech Considered (blog), December 23, 2013, http://www.npr.org/blogs/alltechconsi-
dered/2013/12/22/255843345/museums-give-video-games-bonus-life-but-the-next-level-
awaits/ (accessed April 24, 2014).
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“gamer” is also changing. For one, they're not just for kids; many adults
who grew up playing games with Mario, Link, or the Doom Space
Marine still love now what they loved then. The ESA report that I
mentioned above also found that 74 percent of video game players were
older than 18, with an average age of 35. Fifty percent of all gamers are
female, either girls or grown women. Both of my daughters love playing
games, for example, as do many of their friends. Gamers are also not a
monolithic group in terms of how they play games. Marketers love to
talk about different segments of gamers: core gamers, serious gamers,
casual gamers, mobile gamers. Which you fall into isn’t really the point,
just like figuring out what category of “snack food consumer” Frito Lay
thinks you fall into isn’t particularly worthwhile. The point is that you're
probably one type of gamer or another, and so are most of the people
you know. Old stereotypes of gamers as kids, social misfits, or base-
ment-dwelling recluses just don’t hold up. In a 2014 article bombasti-
cally titled “Unpopular, Overweight, and Socially Inept: Reconsidering
the Stereotype of Online Gamers,” Rachel Kowert, Ruth Festl, and
Thorsten Quandt randomly surveyed 4,500 video game players using an
ancient technology referred to as “the telephone.”® After grilling the
hapless subjects about their popularity, their attractiveness, their idle-
ness, and their sociability, the researchers found no differences be-
tween those who play games and those who do not. There are just too
many opportunities out there in the world to play games for the hobby
to remain limited to one group.

And even if you're somehow still confident that you've never played
a video game, a smartphone game, or a browser game in your life, they
are still affecting you in ways that you may not even be aware of. The
lessons of how to make an activity engaging, satisfying, fun, and social
are finding their way from video games to all aspects of life. This is
thanks to a movement often called “serious gaming” that applies game
designs to nonentertainment purposes. Membership and reward pro-
grams for shoppers or website users, for example, draw on many of the
same design principles. Whenever a website like LinkedIn shows a
progress bar for completing your profile and building a social network,
it’s acting like a game. So are more serious enterprises the Block by

6. Rachel Kowert, Ruth Festl, and Thorsten Quandt, “Unpopular, Overweight, and So-
cially Inept: Reconsidering the Stereotype of Online Gamers,” Cyberpsychology, Behavior,
and Social Networking 17, no. 3 (2014): 141-46.
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Block project used the building game Minecraft to form a partnership
between young gamers and the United Nations Human Settlements
Programme to prototype new plans for public spaces affected by natu-
ral disasters and poverty. Kids can use the sandbox mode of Minecraft
to map out designs for parks and soccer fields in the Les Cayes water-
front in Haiti. I never got to do anything half as awesome as a kid with
my Lincoln Logs and blocks.

Video games are also being used in classrooms to teach kids and
adults in new ways. And I'm not just talking about Buster the Bored
Bunny Teaches Typing or Whatever. Schools are using games like Por-
tal and Civilization, originally conceived as entertainment products, to
teach coding, physics, architecture, political science, and history with
great success. Games are even making their way into the workplace
through applications of “gamification” that treat work activities as
games in order to make employees more satisfied, productive, and hap-
py. All of these serious games applications work because of the same
psychology and quirks of human nature that are in play in the video
games that are played as entertainment. We should understand that
psychology will also help you not only when you play but also when you
shop, learn, work, and engage in the political process. It will also help
you understand why you engage with product and services that rely on
the same psychological tricks, such as Twitter, Pinterest, e-mail, mes-
sage boards, Facebook, and any other social media platform. Applying
the psychology of games to other software products is more of an infe-
rential hop than a leap.

This is one of the reasons why academic interest in video games has
risen alongside sales records. Like those who play them just for fun,
many of today’s brightest scholars grew up with video games, and they
want to study what interests them and what they see as the most impor-
tant medium of their age. As a result, many of these academics are
donning their lab jackets, grabbing a clipboard, and advancing the fields
of sociology, economics, and communications through research involv-
ing video games and virtual worlds. Psychology, the study of mental
processes and behavior, has been a particularly productive field for
understanding video games and the people who play them. Not too
many years ago it would have seemed absurd to see scientific, peer-
reviewed publications like the Journal for Virtual Worlds Research,
Games and Culture, Computers in Human Behavior, International
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Journal of Human-Computer Psychology, and Cyberpsychology, Be-
havior, and Social Networking. And yet here they are: real, physical
publications that you can hold, read, and smack people around with.
Even august, well-established journals like the Journal of Applied
Psychology, Journal of Personality and Social Psychology, and Psycho-
logical Bulletin frequently publish research on virtual worlds and video
games. And though many of these scientists happily do their work at
universities, more than a few have also been scooped up by video game
development companies to do research from inside the industry and
use their insights on the psychology of video games. As we will see later
in this book, if you've played a game developed by Valve, UbiSoft,
Electronic Arts, Riot Games, Microsoft, or many others, you've benefit-
ed from this research and enjoyed something that a psychologist has
helped make better.

Everyone can get something out of this book. If you play games,
there’s plenty here for you. Are you curious about why people play
games, why they sometimes cheat at them, and what makes some of
them rage and trash-talk so harshly online? Those of us who play games
can use the contents of this book to better understand and control our
own behavior—to be better teammates, to enjoy our victories more, to
moderate and regulate our play, to get more enjoyment out of our
purchases, and to choose more appropriate games for ourselves or our
children. What’s more, we can also use it to do all that for other players,
given how our behavior affects their perceptions and thoughts.

Video game developers and those studying to be developers will also
find a lot of value in this book. One thing I've noticed while writing
about the topic of video game psychology is that those who design
games and manage the communities around them are smart. They pay
attention to what works, and they iterate it. Much of their success is
built on an understanding of psychology, even if it’s not expressly la-
beled as such. But having a common vocabulary to talk about what's
going on in players’ minds will benefit everyone trying to have discus-
sions about it. Fully understanding the minds, thought processes, deci-
sion-making, and emotions of players will help game developers craft
better games by just about any metric that matters. Psychology is the
key to making games that are more fun, that get played for longer
before being shelved or traded in, and that get talked about more.
Those things don’t happen by accident, and in this book I will clearly
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label and describe many buttons that developers can push to make their
players feel proud, exhilarated, motivated, and joyous. The same goes
for those who manage communities of players and customers, even if
they never write a line of code or playtest a single prototype. Social
psychology is full of findings that can help groups of players get along
better, share, and cooperate—or compete, antagonize, and dabble in
zealotry if that’s what you're aiming for. I'm not here to judge.

And of course we shouldn’t leave the sales folks out of the picture.
Understanding the psychology behind gamers’” motivations to play
games and their perceptions of how they spend money will help sell
more product, be they physical or digital. Games are no longer sold in
just $50 or $60 boxes at the store. Mobile games try to squeeze revenue
out of their players 99 cents at a time, digital distribution and in-game
storefronts have created new opportunities for impulse purchases if
timed right, and getting players to share their gaming activities on social
networking services is sometimes as important as getting a sale.
Psychology will help those in sales and marketing understand why some
tactics work better than others, and under what circumstances they’ll
work even better. (And don't tell the marketing folks this, but players
armed with this information will be better able to protect themselves
against the occasional predatory sales tactic.)

This book is organized into four parts: (1) why gamers do what they
do, (2) why game developers do what they do, (3) why those who mar-
ket and sell games do what they do, and (4) how video games affect us. I
shall certainly review research done specifically in the context of video
games and virtual worlds, but I won't limit myself to that burgeoning
space. If a classic study in psychology has something to offer today’s
gamers through its examination of universal truths about the human
mind, I'll apply it to the topic at hand. Unlike many other books, this
one takes a wide view and hits on many different aspects of video game
psychology instead of focusing on just one. Looking at the popular
press, and even the academic journals, it’s easy to get bogged down in
the same few controversial issues, such as video game violence and
addiction, or tightly focused topics such as gamification and educational
games. I'll address those topics, but psychology has much more to offer
the players and makers of video games than many news headlines would
suggest.
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In part 1, “Those Who Play,” I will examine some of the most impor-
tant questions psychology can answer about common player behaviors
and attitudes. Some of these topics will look at vexing aspects of gaming
culture, such as why people cheat at video games, why we get so com-
petitive, and why trash-talking and verbal abuse can get out of hand.
But I will also explore what psychology has to say about how to curb
these behaviors in yourself and in others. You will learn how the right
context or the correct mental nudge can make people more coopera-
tive, more inclusive, and more satisfied with their accomplishments.
This part of the book will also examine the psychological roots of nostal-
gia for old games and why we love revisiting classics.

Part 2, “Those Who Make,” examines questions of interest to both
gamers and game developers about why certain design tropes are so
widespread. Mostly it’s because they work, and the reason they work
often has to do with psychology. We will explore the motivating nature
of game quests and achievements, and how they can be better designed
to play off what a healthy human mind wants out of a video game. We
will also look at how loot (think “treasure”) and reward systems in video
games can be best designed to click with the human mind, and how to
create an immersive game world that will absorb players for hours at a
time.

In part 3, “Those Who Sell,” I will shed light on some of the market-
ing and sales tricks that companies use to get money and publicity out
of players and why some of these are unique to video games. This part
will draw from decision-making and consumer psychology research to
see how digital distribution affects the psychology of the sales event,
when players are likely to sign up for subscription services, and when
players are more likely to spend a little money (or even a lot of money)
on in-game purchases. We will also explore how games get players to
willingly do the job of marketing a game to their friends and why so
many people stick with subscription services without ever canceling.

Finally in part 4, “The Games Themselves,” I'll close the loop by
looking at what effects video games have on us, the players. We will
look at not only how our choice of an in-game avatar says things about
us, but also how it can actually affect our behavior both inside and
outside the game. The question of whether video game violence affects
us will be examined, and why virtual violence is often so appealing. I'll
warn you, though—it may not be what you expect. Finally, I'll flip over
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the assumption that games make us dull-witted and shorten our atten-
tion span by looking at some research saying that the right kind of game
may actually improve your mental abilities.

That’s a broad array of topics, I know, and it’s going to be a fun and
interesting trip. I may drop some gaming lingo on you from time to
time, but I'll do my best to explain things and assume no specialized or
in-depth knowledge about video games. But if you do know all about
games, that’s cool too. We should hang out. The great thing about the
psychology of video games is that it's so widely applicable. The princi-
ples, theories, and research findings I'll be discussing are applicable to a
wide variety of video games. If you're not intimately familiar with Dota
2 or the “Match Three” genre of puzzle games, don’t sweat it; this stuff
will apply just as well to games that you do know or that you come
across in the future.

It's also worth mentioning that I've created a website,
www.psychologyofgames.com, to serve as a companion for this book.
You can go there to get more information, updated studies, and inter-
esting stories or research findings that didn’t manage to make their way
into this book. But since you're here with the book now, let’s get
started.






Part |

Those Who Play






WHY DO PERFECTLY NORMAL PEOPLE
BECOME RAVING LUNATICS ONLINE?

“Gamers aren’t innately toxic. It’s all about context. It’s about context

inside the game and outside the game and how they can twist behav-

iors. How they can create toxic behaviors even in good people.”
—Jeffrey Lin, lead social systems designer for League of Legends!

The online game League of Legends is ridiculously popular. A hulking,
800-pound member in the “Multiplayer Online Battle Arena” (MOBA)
genre, the game pits two teams of five players against each other for
control of a map. To play really well requires cooperation, quick deci-
sion-making, and an incredibly deep knowledge of more than 100 dif-
ferent character classes that each player can choose from. Known by
players as “champions,” each of these character classes has its own
strengths, weaknesses, and lists of other champions that it’s strong or
weak against. By 2013, League of Legends had been played by about 70
million people, about 32 million of whom were playing it regularly.?
The competitive championship scene in the game is so popular that in
October 2013 its grand championship competition was held at the Sta-
ples Center sports arena where the Los Angeles Clippers play basket-
ball. People from all over the world came to sit in the stands and watch

1. Jeffrey Lin, “Enhancing Sportsmanship in Online Games,” lecture given at the 2014
Game Developers Conference, San Francisco, March 19, 2014.

2. John Gaudiosi, “How Riot Games Created the Most Popular Game in the World,”
Fortune Tech Technology (blog), July 10, 2013, http://tech.fortune.cnn.com/2013/07/10/how-
riot-games-created-the-most-popular-game-in-the-world/ (accessed April 14, 2014).



4 CHAPTER |

professional matches played live on giant screens. Just one year later,
the 2014 championships outgrew even that venue and had to move to
various enormous stages in Asia. The grand finals were so well attended
that they were held at Sangam Stadium in Seoul, South Korea. That’s
the same massive stadium where Seoul hosted the 2002 World Cup,
and 27 million additional people watched the finals online and on tele-
vision.? That’s more viewers than the final game of the 2014 World
Series (23.5 million) and more than the NBA finals of the same year
(15.5 million per game, on average).*

Despite this popularity, soon after the game’s 2009 release, Riot
Games founders Brandon Beck (a former business consultant) and
Mark Merrill (a former marketing specialist) knew that League of Leg-
ends was going to have an image problem to go with its success. The
game was an offshoot of a community modification for another game,
Warcraft 111, and the same players were migrating to League of Leg-
ends. Some of these people could be just awful. I mean, the worst.
Dipping your toe into certain parts of the League of Legends commu-
nity might get it smeared with all the insults, sexism, homophobia,
racism, and general nastiness that the Internet has to offer. Let’s be
clear: There also were perfectly fine, friendly people playing; I know
some of them. But the sheer number of players in League of Legends
combined with competition, anonymity, and freedom from conse-
quence to create enough toxic behavior to be a problem. It was a prob-
lem Beck and Merrill wanted solved.

For help, they turned to a young psychology Ph.D. named Jeffrey
Lin. A lifelong gamer, Lin had become fascinated by cognitive neuro-
science. He was particularly interested in how the environment affects
our visual systems and can trick them into doing things we don’t expect
but that teach us a lot about how the mind works. Lin pursued a docto-
ral degree in the subject from the University of Washington, scoring
several awards and scholarships. He eventually merged that love for
scientific research with his passion for video games, landing a job work-

3. “Worlds 2014 by the Numbers,” Riot Games, December 1, 2014. http://
www.riotgames.com/articles/20141201/1628/worlds-2014-numbers  (accessed January 7,
2015).

4. Patrick Dorsey, “League of Legends’ Ratings Top NBA Finals, World Series Clinch-
ers,” ESPN, December 3, 2014, http://espn.go‘com/espn/story/_/page/instantawesome—lea—
gueoflegends-141201/league-legends-championships-watched-more-people-nba-finals-
world-series-clinchers/ (accessed January 7, 2015).
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ing at the Seattle-area Valve Corporation—makers of fine game fran-
chises such as Half-Life, Portal, and Left 4 Dead. He had received
offers to do more traditional scientific work elsewhere, but Lin knew he
wanted a career in the gaming industry. While working for Valve, Lin
continued to occasionally indulge in massively multiplayer online
games, like Everquest, where many players connect to the same online
world to play and socialize. During one gaming convention in 2011, Lin
and some of his Everquest friends decided to take the opportunity to
meet in person. To his surprise, some of these people, who rarely talked
about their personal lives while online, were also working in the gaming
industry. One, Christina Norman, had been a lead designer on Bio-
ware’s popular Mass Effect series. She and another in-game friend from
Everquest were currently working at Riot Games on League of Legends,
and they invited Lin there for a visit.5

Meetings continued throughout the visit. “A common theme rang
throughout the day,” Lin told me during an e-mail conversation. “Most
game developers treated player behavior as an unsolvable problem.”¢
But Lin thought otherwise. At the end of the day when he met with
Riot’s founders Beck and Merrill, they were eager to talk to someone
about the psychology behind toxic behavior in online games. More im-
portantly, they wanted to know how someone with Lin’s credentials and
toolset could help solve the problem. Lin had an answer. “T wanted to
build games with the psychology of players in mind,” he recalled. “I
wanted to shape player behaviors through the features of a game.” It
would be a hard task, and might even turn out to be impossible. But
what an opportunity!

A short time later, Lin was at Riot working with a cross-discipline
“Player Behavior Team” whose ranks have included social scientists,
statisticians, human factors engineers, sociologists, anthropologists, and
one guy who nobody knows what he does but he seems all right, I guess.
The team’s goal? Get people to stop being such awful, awful jerks and
get them to exhibit more sportsmanship. They got right to work.

The challenge faced by Riot’s Player Behavior Team was hardly
unique. All online games suffer from toxic player behavior to some

5. Mike Williams, “Talking Shop: Riot Games’ Lead Designer of Social Systems,” Game-
sIndustry International, May 15, 2013, http:/www.gamesindustry.biz/articles/2013-05-15-
talking-shop-riot-games-lead-designer-of-social-systems/ (accessed April 15, 2014).

6. Jeffrey Lin, personal communication with the author, January 6, 2015.



6 CHAPTER |

extent, and the blame is often laid at the feet of player anonymity and
freedom to act without consequences when online. Massively multi-
player online games like World of Warcraft and Eve Online are full of
friends and pleasantries, but they also have many people who will ver-
bally assault or harass other players in ways that would be unthinkable
in the real world. The culture of communities like Xbox Live has re-
ceived such a bad rap for so long that they’ve become the punch line for
jokes about “dudebros™ and socially stunted teenage boys. Websites like
The Bigot Gamer (www.thebigotgamer.com) have built large audiences
simply by recording the antics of such awful people and posting them
on the Internet as a form of shaming. And visitors to Fat, Ugly or Slutty
(www.fatuglyorslutty.com), a similar website that catalogs abuse toward
female gamers, know that things are worse if the target happens to be a
woman. One 2013 study in the journal New Media and Society backed
this up, finding that in-game chatter using a female voice earned Xbox
Live players three times as much verbal abuse as using a male voice.”

Why does toxic behavior happen online? What compels someone to
transform from “Ted in Accounting” or “that one guy in your social
studies class” once he dons a headset and plops down in front of his TV
to play some Halo? Why did the founders of Riot Games have to hire a
whole slew of experts like Lin to rehabilitate the abusive types plaguing
their games? One word: “deindividuation.”

Deindividuation is a mental state where people’s identity fades into
the background of their thoughts so much that they become much more
susceptible to cues from the environment and people around them as to
how to behave.® This is caused by both reduced social accountability
(“you can’t see me”) and reduced self-monitoring of their own impulses
(“T can’t see me”). Psychologists have been developing deindividuation
theories for decades to explain what goes on in people’s heads when you
make them feel anonymous, unaccountable for their actions, and like a
faceless part of a crowd. As far as research programs go, the one on
deindividuation is pretty awesome. It involves painful electric shocks,
turning children against each another, and reviling the Ku Klux Klan—

7. Jeffrey Kuznekoff and Lindsey Rose, “Communication in Multiplayer Gaming: Exam-
ining Player Responses to Gender Cues,” New Media & Society 15, no. 4 (2012): 541-56,
doi:10.1177/1461444812458271.

8. Tom Postmes and Russell Spears, “Deindividuation and Antinormative Behavior: A
Meta-Analysis,” Psychological Bulletin 123, no. 3 (1998): 238-59, doi: 10.1037/0033-
2909.123.3.238.
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but let’s not get ahead of ourselves. To fully understand how awful
people can be when given half a chance, let us first consider a failed
community-management policy by a multibillion dollar company and
adorable children on the hunt for Halloween candy.

REDUCED SOCIAL ACCOUNTABILITY: “YOU CAN’T SEE
ME”

In early July 2010, Blizzard Entertainment, makers of the aforemen-
tioned online game World of Warcraft, announced that in order to play
games and use its message boards players would have to share their real
names instead of made-up screen handles. With this one big move, the
company tried to yank the veil of anonymity away from millions of
gamers like an amateur magician pulling a tablecloth out from under a
rather surly set of china. Unfortunately it turned out to be less of a “ta-
da!” moment and more “OH GOD, WHAT HAVE WE DONE?
WE’RE SORRY! WE'RE SORRY!”

Like Riot Games, Blizzard wanted to make its multiplayer games
and message boards a bit friendlier and a bit less horrifyingly awful.
Trolls, out-of-control arguments, and vitriol in 48 flavors were a big
problem in Blizzard’s virtual gathering places, and the game developer
thought it could rob the crowds of some heat by making people use
their real names. “The official forums have always been a great place to
discuss the latest info on our games, offer ideas and suggestions, and
share experiences with other players,” Blizzard CEO Mike Morhaime
began in a July 7, 2006, post on their official forums before raising
another +5 Shoe of Righteousness and letting it drop. “However, the
forums have also earned a reputation as a place where flame wars,
trolling, and other unpleasantness run wild. Removing the veil of ano-
nymity typical to online dialogue will contribute to a more positive
forum environment, promote constructive conversations, and connect
the Blizzard community in ways they haven’t been connected before.”
So even though “xxXZombiePope420Xxx™ would be willing to hide be-
hind his anonymity and scream terrible things at someone for no rea-
son, Blizzard figured “Eugene Miller” would not. It was all about ano-
nymity, the company reasoned. Strip payers of that and they will behave
themselves better.
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Unfortunately, we never really got to find out if the plan would have
worked as intended. Seconds after the announcement, tens of thou-
sands of players promptly flipped out and lost their collective mind,
flooding message boards with screeds and petitions to undo the new
policy. Blizzard recanted after just three days and said that maybe they
were wrong and being anonymous is actually super awesome and stuff.?

But was it that simple? Was Blizzard originally on the right track?
Would eliminating anonymity have changed people’s behaviors? No. At
least, the answer isn’t as simple as anonymity, because there are addi-
tional aspects to the psychology of deindividuation. Back in 1976, Ed-
ward Diener and his colleagues published a study about one of these
factors. It had an intriguing title: “Effects of Deindividuation Variables
on Stealing among Halloween Trick-or-Treaters.”! They didn’t know
it, but these psychologists laid the foundation for understanding the
problems that Blizzard and Riot Games would have decades later with
their virtual playgrounds. And they did it by giving delicious, 1970s
candy to kids wearing Spider-Man or Bionic Woman masks.

Diener and his buddies were interested in what situational factors
lead children to engage in antisocial behavior, such as stealing and
breaking rules. So in a clever little quasi-experimental study, they had
researchers in Seattle, Washington, turn 1,352 Halloween trick-or-
treaters into unwitting study participants. The researchers set up the
entryways of several houses with two bowls—one with fun-sized candies
and another with money. When children came up to the door, the
experimenter would greet them and tell them to take only one candy
per kid from the bowl. The experimenter would then say she had to
attend to something out of sight in another room, but would actually go
behind a fake wall and spy on the children through a peep hole.

That was the general setup, but experimenters at different house-
holds also introduced what a Research Methods 101 textbook would
call “manipulations” because of how they manipulated or changed one
of the factors of interest. For the anonymity manipulation, kids were
asked their names and address, much like Blizzard asked people to

9. Mike Fahey, “Blizzard Scraps Plans to Display Real Names in Forums,” Kotaku (blog),
July 9, 2010, http:/kotaku.com/5583405/blizzard-scraps-plans-to-display-real-names-in-for-
ums/ (accessed July 17, 2014).

10. Edward Diener, Scott C. Fraser, Arthur L. Beaman, and Roger T. Kelem, “Effects of
Deindividuation Variables on Stealing among Halloween Trick-or-Treaters,” Journal of Per-
sonality and Social Psychology 33, no. 2 (1976): 178-83, doi: 10.1037/0022-3514.33.2.178.
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reveal the name behind their screen handle. The researchers also took
note of which kids came up to the door by themselves and which came
as part of a group.

The results were stark. The kids who stole the least were those who
came to the door alone (that is, not part of a group) and who were
robbed of their anonymity by being asked their name and address. They
only engaged in antisocial behavior 7.5 percent of the time. In contrast,
simply being in a group—even when everyone provided identitying
information—almost tripled the transgression rate to 20.8 percent. But
behavior was even worse for those costumed kids who believed the
researcher didn’t know who they were. Even when alone, 21.4 percent
of those anonymous kids raked extra goodies into their trick-or-treat
bags, and when in a group that figure more than doubled to 57.7 per-
cent. So much stolen candy.

This study encapsulates what happens in many online video games—
and on many message boards, chat clients, and website comment sec-
tions, for that matter. We feel reduced accountability from those
around us because we're in a group, because we’re anonymous, and
because there are unlikely to be repercussions for our misdeeds. Like
the trick-or-treaters approaching houses in groups, we see our abusive
text and voice chat blend into the babble of the crowd. There’s safety to
our identity in numbers, and the bigger the group the less likely it is
that our behavior will be singled out or remembered. Like Halloween
costumes, screen names mask our real-life identities. The people in the
game and the people working the keyboard may as well be different
individuals entirely. And like the candy thieves who are left without
adult supervision, nothing really bad comes to us after treating other
players poorly. Nobody is going to show up at your door or complain to
your friends, family, or co-workers if you act like a total degenerate.
Well, probably.

And though the Diener Halloween experiment is a nice illustration
of how reduced social accountability can lead to deindividuation, it's not
even the whole picture in the context of video games and other online
interactions. Transient connections with other players, for example, can
also bring about this effect. Most players form relationships with others
that only last for the duration of their match, quest, or session. And
though we may play games with friends or regular groups, we are still
anonymous to the people outside our group. Research on deindividua-
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tion has shown that this is the most important distinction.!! Other re-
search has shown that merely having our behavior pass through the
conduit of a computer, gaming console, or other device is enough for us
to feel like less of an individual and part of a crowd or a part of a system.
Not physically being there matters. 12

So even though a player in a competitive online game like League of
Legends or Call of Duty may know exactly what he’s doing when he
screams obscenities at opponents, he also knows that his social identity
isn’t on the line. It isn’t even really in play, because they're thinking,
“You can’t see me.” But hiding our identity from others isn’t the only
way we get to a state of deindividuation. We can also get there by hiding
it from ourselves.

REDUCED SELF-MONITORING: “l CAN’T SEE ME”

Let’s consider another famous psychology experiment on deindividua-
tion. Legendary psychologist and amateur electrician Phillip Zimbardo
describes in his book The Lucifer Effect an experiment where he had
female college students hide their identities under hoods, bulky lab
coats, and ID tags with only numbers on them.!® He then sat them
down in front of a big button that would supposedly administer a pain-
ful electric shock to someone the participant could see, but who
couldn’t see her. During a study supposedly testing the effects of stress
(via shocking) on creativity, these anonymous ladies doled out longer
electric shocks compared to counterparts with no such obstruction of
their identities. And it didn’t matter if the target acted pleasant or
surly—participants shocked her equally long. In reality, of course, the
supposed recipients of the 75 volts were actors pretending to be
electrocuted. In psychological parlance, this is called “lying,” and it is a
very important tool when designing experiments.

This experiment offers additional illustrations of several of the “you
can’t see me” triggers present in the trick-or-treat scenario described
above. Participants wore clothing that masked their identity. They

11. Postmes and Spears, “Deindividuation and Antinormative Behavior.”

12.  Joseph Walther, “Computer-Mediated Communication: Impersonal, Interpersonal,
and Hyperpersonal Interaction,” Communication Research 23, no. 1 (1996): 3—43.

13.  Philip Zimbardo, The Lucifer E ffect: Understanding How Good People Turn Evil
(New York: Random House, 2007).
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didn’t use their real names. They were addressed by the experimenter
as a group, without any one-on-one interaction. They had limited inter-
actions with their victims/partners before and after the experiment.
There were no consequences for giving the shocks. This all meant that
they were already well on their way to deindividuation by way of re-
duced social accountability. But Zimbardo’s experiment also included a
few factors that also helped participants get there by reducing how
much the study participants monitored their own motivations and in-
hibited their own impulsive behavior.

One of the best ways to reduce self-monitoring is to assign the blame
for your actions to someone else. In Zimbardo’s experiment, many par-
ticipants later reported that they did what they did because the experi-
menter had told them that it was their job. They were also able to notice
when fellow students doing the experiment jammed on the “shock the
bajeezus out of them” button, since everyone in the group was working
with the same target at the same time. This outward focus on instruc-
tions from an authority figure, the actions of their peers, and the surreal
situation in general reduced the participants’ natural inclination to
think, “Wait, what am I doing?” The stronger the group’s identity, the
more powerful the authority figure, and the more ambiguous the situa-
tion, the more powerful this dampening of self-monitoring will be.

In fact, Diener and his colleagues also found this kind of scapegoat
effect on self-monitoring with the trick-or-treat study. One additional
manipulation in that study I haven't mentioned yet is that for some
groups, the researcher would single out one kid and charge that tyke
with responsibility if anyone took too much candy or stole any of the
money. No doubt this child was often baffled and more than a little
distressed. But his companions seemed to think it was a wonderful idea
because the most terrible offenders were those groups of kids that were
anonymous and for which the experimenter had singled out one kid and
said, “T will hold you responsible if any extra candies are missing.” Of
those groups, 80 percent had kids who stole candy or money—EIGHTY
PERCENT! So having a scapegoat, an authority figure, or lots of peers
who are behaving badly matters quite a bit in determining how much
effort we put into curbing our own behavior.

We see often see these same factors interfering with our better
judgment in video games. Highly competitive games foster greater feel-
ings of belonging and dislike for those not on our team, which leads us
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to snowballing effects when we view the bad behavior of teammates as
indications of how we are behaving. Competitive games featuring voice
or text chat in themselves can also be seen as a scapegoat for our
actions, given the line that “if the developers didn’t want us to use them,
they wouldn’t have put them in there.” This is also true of mechanics or
rules that don’t preclude murdering teammates with friendly fire,
scooping up in-game resources that others need, or leaving teammates
to be outnumbered by dropping out of a match when things don’t go
your way.

Emotional and physical arousal also play a part in the “T can’t see
me” effect. The more worked up we get about a hard-fought match, the
more our emotions have a monopoly on our mental resources. This
means there’s less mental energy available for things like monitoring
our own intentions and controlling rash impulses. I remember one LAN
party years ago when I and a bunch of other people in the same room
were playing Battlefield 1942, a team-based first-person shooter with a
World War II theme. During one particularly demanding match, my
team drove the opposition back into their bunkers while contesting the
final capture point needed to win. The other team would come swarm-
ing out of their spawn points like ants, but we had the benefit of posi-
tion and artillery, so we were able to just barely keep them down. It was
so exhilarating that at some point I started yelling something I'd rather
not repeat, only to realize with substantial embarrassment, once the
match ended and I took off my headphones, that I had been the only
one letting loose with such ill-mannered taunts. And yet I'm not alone,
ironically. Zimbardo noted in his own study that his subjects engaged in
an upward spiral of emotional arousal as they became more worked up
over administering painful shocks, which led them to engage in less
inhibition, which led them to administer longer shocks. Those people
were just lucky they weren’t wired up to my mouse and keyboard.

So these are the two things that often work in concert to lead us into
a state of deindividuation: reduced social accountability and reduced
self-monitoring. Once our individual identity fades into the back-
ground, bad things can come out of our mouths and off the tips of our
fingers. But is “antisocial lunatic” our default setting once we feel like
we're anonymous, unaccountable for our actions, and failing to inhibit
our own impulses?

Nope. Turns out it isn’t.
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DEINDIVIDUATION AND SOCIAL CUES

New research has recognized that people experiencing deindividuation
can behave a number of different ways—some of them even noble and
helpful. When people become deindividualized they may indeed feel
free of restrictions and less self-aware. But instead of automatically
dipping into some deep, internal well of venom, what people actually do
is look to the environment and the group that they're in for guidance on
how to behave. If there’s a strong, external directive about what’s ex-
pected or what’s normal, people will be more affected by it if they're
experiencing deindividuation.

Because it’s so much fun, let’s turn back to those experiments where
subjects thought they were shocking the daylights out of other people in
the name of science. In a subsequent iteration of Zimbardo’s experi-
ment, researchers Robert Johnson and Leslie Downing had subjects
dress up as Ku Klux Klan members.* No, seriously! Then they had
another group dress up as nurses. Once deindividuation kicked in, those
dressed up as members of the hate group tried to administer enough
electricity to light their target up like a fuse box that’s not quite up to
code, but those who were also made anonymous but dressed as
nurses—a profession known for compassion—shocked significantly less.

Why is this? Even though these people were dressed up and made to
feel like part of an anonymous crowd and even though the mental
controls that monitor the motivations for their own behavior were redi-
rected, they didn’t quite know how to behave. Like in most online
games, they could have done many things given that there would be no
repercussions and their real identity wasn’t on the line. Yet because the
human mind hates uncertainty, people in those situations will often give
much more weight to environmental cues to determine their behavior.
They tend to look at what role they're supposed to be playing, what
others around them are doing, and what might be expected of them by
the rest of the group. Environmental and social clues matter greatly
when you feel like an anonymous part of a crowd.

Think about what this means for different kinds of video games.
Those with strong military or war themes and that put a lot of emphasis

14. Robert Johnson and Leslie L. Downing, “Deindividuation and Valence of Cues: Ef-
fects on Prosocial and Antisocial Behavior,” Journal of Personality and Social Psychology 37,
no. 9 (1979): 1532-39, doi: 10.1037/0022-3514.37.9.1532.
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on domination will cause people to behave more in line with those
expectations. Other experiences, such as the cooperative game modes
in the Left 4 Dead, emphasize helping, coordination, and teamwork.
With different social cues, different roles, and different expectations
come more prosocial behavior, even when you are anonymous, acting
without the burden of consequences, and feel caught up in the situa-
tion. All it takes is someone to set the tone for the group, and deindivid-
uation can actually be a force for good.

DEINDIVIDUATION GAMEPLAY AND GAME DESIGN

With all this information about how deindividuation is caused and what
effects it can have on behavior—both good and bad—let’s turn back to
the task that Jeff Lin and the other people on his Player Behavior Team
were tackling at Riot Games. They knew that League of Legends players
were infamous for their toxic behavior, but they also knew that a small,
nimble company like Riot Games could give them data and experimen-
tal opportunities that psychologists in traditional academic institutions
could only dream of. And they could see and act on results from their
experiments almost immediately. During a series of presentations at the
2013 and 2014 Game Developer Conference (GDC) meetings in San
Francisco, Lin presented some of the experiments they had been con-
ducting with League of Legends and what effects they had on toxic
player behavior. 1716 Lin never calls out anonymity or deindividuation as
specific topics in his talks, but the interventions Riot Games has put in
place clearly address many of the psychological mechanisms discussed
above. “Players are inherently good,” says Lin in the introduction for his
2014 presentation, “but bad context can create bad behaviors.”

One of the first things that the Player Behavior Team tried was
simply to give options to mute obnoxious players on the other team. If
team members didn’t hear trash-talking voice or text chat from the
other team, they would not be tempted to reciprocate, and not having
that content out there would lower the likelihood of creating signals to
deindividualized players that this kind of behavior was expected. Players

15. Jeffrey Lin, “The Science behind Shaping Behavior in Online Games,” lecture given at
the 2013 Game Developers Conference, San Francisco, March 27, 2013.
16. Lin, “Enhancing Sportsmanship in Online Games.”
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on your own team are more likely to chat in a more friendly way and
talk about cooperation and teamwork. Using software and trained raters
to do a language analysis of matches where this feature was used, the
researchers found a 32.7 percent decrease in what they called “negative
chat” and a 35.5 percent increase in “positive chat.” Those are huge
numbers for such a simple feature. They later saw similar results from
another experiment with “restricted chat,” which lets players know that
they are unable to chat for a certain number of days on account of
complaints from other players. It'’s worth noting that other game devel-
opers are experimenting with similar truncations of chat abilities. Bliz-
zard, who seems to be exploring more subtle avenues of influence after
their attempted exposure of real names failed, implemented only very
simple message macros in its online card game, Hearthstone: Heroes of
Warcraft. Somehow using a menu of chat commands to select “That
was a mistake!” from a short list of statements is less awful than a lot of
things people can come up with when given complete freedom.
Another way that the Player Behavior Team preempted the effects
of deindividuation in an already competitive environment was through a
simple priming manipulation. In psychology, “priming” means exposing
someone to one stimulus—perhaps even at an unconscious level—to
affect their behavior in some way without the person realizing it. The
idea is that a concept is made more salient and more easily retrieved in
the mind by making someone think of related concepts. Activation or
priming of those concepts causes a cascade of thoughts, which can even
affect behaviors. Having a screen saver featuring dollar bills in the back-
ground of a scene, for example, can make people think about saving
money and behave more selfishly.'” At Riot Games, the researchers
tried priming players with different messages shown at the game’s load-
ing screen. One such message read, “Teammates perform worse if you
harass them after a mistake.” Another read something along the lines of,
“Players who cooperate with their teammates win more games.” In one
experimental condition, the former message resulted in an 8.34 percent
reduction in verbal abuse, a 6.22 percent decrease in offensive lan-
guage, and an 11 percent decrease in overall reports of bad behavior by
other players. Interestingly, Riot had one message seemingly backfire
on them. When they put up text asking, “Who will be the most sports-

17.  Kathleen D. Vohs, Nicole L. Mead, and Miranda R. Goode, “The Psychological Con-
sequences of Money,” Science 314, no. 5802 (2006): 1154-56, doi: 10.1126/science.1132491.
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manlike player in this match?,” they got a huge swell in complaints
against other players. Lin noted in hindsight that this was probably
caused by what’s known as the “spotlighting effect.” Because they were
made to think about who was the most sportsmanlike, players were also
on the lookout for unsportsmanlike behavior and were more likely to
act on it. But the key thing to understand is that it was the number of
reports for poor sportsmanship that increased, not necessarily the num-
ber of acts.

Those may not seem like large numbers at first glance, but in a game
with tens of millions of monthly players, they're huge on a galactic
scale—all from putting a simple text message in front of players while
they wait for their game to start. The nudge worked because it primed
many players to think about teamwork, cooperation, and sportsmanship
when under the effects of deindividuation and trying to figure out what
behavior was expected by their situation and their teammates. In terms
of the experiment described earlier, Riot had supplied them with nurse
uniforms instead of Klan robes.

But muting the other team only takes care of about half the sources
of toxic behavior cues for a deindividualized player. Priming is worth-
while and easy to do, but it doesn’t address the effects other players can
have on each other. As a final attack on this linchpin of churlish con-
duct, Riot looked at team composition. Playing online games only with
your friends is the ultimate solution to this whole problem of toxic
behavior. We treat our friends better, or if we do verbally abuse them
it’s understood that it’s all in jest. Plus, friends are more likely to com-
municate, help, and exhibit the teamwork that’s critical to winning in
League of Legends. In what Lin characterized as an “experiment in
social chemistry,” the Player Behavior Team looked at how different
combinations of friends and strangers on the five-person teams in
League of Legends would affect toxic behavior. Would two friends and
three strangers yield better results than five strangers? What about two
friends, two different friends, and one stranger? What they found was
that though five friends was clearly optimal, even just having one pair of
friends thrown in with three strangers who were each there on their
own had a big impact on reports of toxic behavior.'® Those teams
yielded 26 percent fewer complaints against players and 18 percent

18.  Lin, “Enhancing Sportsmanship in Online Games.”
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more kudos for good behavior. Why? “By having one core group of
friends forming the core identity of a team,” Lin tells me, “it was much
more likely that solo players followed the lead of the group.”! Deindi-
vidualized players frequently pick up on this core identity and run with
that attitude instead of a more toxic one.

Riot Games has also attacked toxic behaviors by creating real, mean-
ingful repercussions for players found guilty of them. Nobody from the
Player Behavior Team will be showing up at your door to slap you
upside the head or show your mom what kind of language you’ve been
using, but they did implement a system where players can nominate
each other for “honor points,” which are not only supposed to be pre-
stigious, but which can also be used in the game to unlock rewards. On
the flipside, Riot instituted what it calls a “Tribunal system” where
players accused of toxic behavior can be reported, have their case re-
viewed by a jury of select players, and then maybe be locked out of their
game account for anywhere from a day to forever. The restricted chat
system mentioned earlier works the same way: Abusers are severely
limited in the number of chat messages they can make, forcing them to
carefully choose what they want to say. They get three chat messages
per match to start, then are awarded more and more if their behavior
stays acceptable. Lin said in the 2013 GDC presentation that the results
are immediate and dramatic: 71 percent of players subjected to this
silent purgatory never required a return visit to learn their lesson, and
as a group they received 20 percent fewer complaints from other
players.

The team at Riot Games has even tried to address the links between
and among stress, deindividuation, and bad behavior by making the
pregame lobby less stressful. A group of 5 players originally had just 90
seconds to choose which of the more than 100 champions they wished
to play, what positions each person would play on the map, and an
overall strategy for the team. A team of just five players leaves no room
for duplication of efforts or unoccupied roles. Thus these harried, pre-
game negotiations could be stressful, especially when conflicts arose
over who should be allowed to do what. To counter this, Riot Games
experimented with a system where players would express these prefer-
ences before they were grouped up with others. The game would then

19. Jeffrey Lin, personal communication with the author, January 5, 2015.
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match them according to their desired roles. This eliminated many
opportunities for interactions to start off with conflict and made things
less stressful. Once again, the Player Behavior Team found huge reduc-
tions in the number of complaints and brighter results from language
analyses performed on chat logs.

So there are things that can be done to change the amount of toxic
behavior brought on by anonymity and deindividuation. But there are
other forms of bad behavior to consider. What happens when being
rude isn’t enough? What happens when someone outright cheats? Do
the same lessons apply? Let’s consider that in the next chapter.

THINGS TO REMEMBER FROM THIS CHAPTER

* Anonymity may lead to toxic behavior in games, but it’s not the root
cause.

* “Deindividuation” is a state where one’s personal identity fades into
the background, usually into a crowd.

* Reduced social accountability helps create deindividuation—the
“you can’t see me” effect.

* Reduced self-monitoring also helps—the “I can’t see me” effect.

* When experiencing deindividuation, we pay more attention than usu-
al to the environment and people around us for cues as to how to
behave. This can result in either prosocial or antisocial behavior,
depending.

* Games, systems, and community-management tools can help prevent
or shape the effects of deindividuation by controlling social account-
ability, self-monitoring, and assumptions about group norms.
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WHY DO PEOPLE CHEAT, HACK, AND
PEEK AT STRATEGY GUIDES?

“Drug-free sport in general is Utopia . . . There are 400 million

people practicing sport on this globe; there are not 400 million saints
on earth. Cheating is embedded in human nature.”

— Jacques Rogge,

president of the International Olympic Committee!

Max 1.oh currently makes a living as a composer for films and video
games, but back when he was an undergraduate at the University of
California, Berkley, he found himself low on cash. Instead of taking a
work-study assignment or a part-time job delivering pizzas, Loh de-
cided to try a little experiment involving the scripting language Autolt
and his World of Warcraft account. A friend of his had recently bragged
that he was making $40 a day just by using a computer program to
generate gold in the massively multiplayer online game, then selling it
on the open market. Sure, this was against the game’s terms of service
and widely considered to be a blight on the game’s economy as it is in
other games,? but, hey, forty bucks a day just to leave a computer
running is good money. Loh started out simple, writing a script that
would cause his in-game avatar to almost literally fish for money. He

1. “Drug-Free Sport Is Utopia,” BBC News, November 24, 2008, http://news.bbc.co.uk/
sport2/hi/olympic_games/7747181.stm (accessed March 11, 2015).

2. For example, see De Paoli and Aphra Kerr, “We Will Always Be One Step ahead of
Them”: A Case Study on the Economy of Cheating in MMORPGs,” Journal of Virtual
Worlds Research 2, no. 4 (2010).
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could position his character at one of the game’s many fishing holes and
leave the script running to repeatedly cast, reel, and discard anything
that was junk. This left his inventory bursting with only the fish that
were most coveted as ingredients for in-game power-ups. The fish were
converted to virtual gold at the game’s (legitimate) auction house, and
then the gold was converted to real U.S. dollars by selling it to (illegiti-
mate) Chinese brokers, known colloquially as “gold farmers.”

Loh’s initial antics at Azeroth’s fishing holes were crude enough to
get him caught by the game’s developer and the account was locked
before he earned much more than $100. But this was only a temporary
setback. Loh gained access to a second account from a friend and then
applied the lessons learned from the first experience to write a more
sophisticated script. This one would have his avatar roam the game’s
world looking for areas to mine valuable metals. After finding that the
bot (that is, an avatar controlled by a computer program instead of a
person) kept getting stuck in ruts or environmental outcrops, Loh
started having it create logs of its activity so he could analyze the prob-
lems and fix them. Soon the bot was smart enough to pause its rule-
violating behavior to get itself unstuck and even defend itself if at-
tacked. This allowed Loh to leave it running for long periods while he
attended classes, ran errands, or even went to bed. This time, though,
he took care to trade his illicit gold under the radar of Blizzard, the
game’s developer. He wasn’t getting rich, but minus about 30 minutes a
day to manually list stacks of ore on the auction house it was essentially
free money.

Unfortunately for Loh, about the time he really got rolling he was
hoisted on his own petard. A website that he had previously approached
about buying his gold wrote him back, but it did so posing as Blizzard.
The scammers then said they had detected illegal activity on Loh’s
account and that he should click the provided link to get further details.
This seems like the kind of painfully obvious phishing attempt that only
a true novice would be taken in by, but Loh, being something less than
a seasoned criminal and constantly expecting to be caught, took the
bait. “T fell for it due to a combination of stupidity and my fear of
getting caught,” he told me in an e-mail, where he also shared this
whole story. The scammers stole Loh’s account and cleaned it out. He
thought that was a good point to call it quits, and so he did.
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Statistically speaking, misbehavior like what Max Loh did is rare. But
there are many kinds of cheating out there that don’t involve running
scripts, bots, or hacked software. Back in 2009, players of the new Call
of Duty: Modern Warfare 2 game faced a problem much uglier than
some bot camping at a prime fishing spot. Soon after Modern Warfare
2’s release, players started getting hit by what became known as “the
javelin glitch.” Somehow, someone had figured out that through a bi-
zarre sequence of button presses and goat sacrifices, you could glitch
the game so that when you died in a multiplayer match you would self-
destruct and murder everyone within 30 feet. This often resulted in a
net gain in points, so the technique for recreating this glitch spread
virally via YouTube videos and message boards until servers everywhere
were filled with exploding nincompoops screaming “LOL!” into their
microphones. The situation got so bad so quickly that developer Infinity
Ward had to rush out a patch to fix it.

Developers can only do so much so quickly, though. There are web-
sites like FPScheats.com and Project-7.net that cater to cheaters by
selling them software that lets them gain unfair advantage in online
games, such as those in the Battlefield and Call of Duty franchises. And
these aren’t scummy-looking sites that seem like they’d install viruses
on your computer before you were even finished typing in the URL.
They're slick and professional-looking. FPScheats.com even claims to
have given away an all-expenses-paid “Big Ass Cruise” to one of their
VIP customers. All you need is a credit card and a desire to bend the
rules of online gaming until they snap in half. You want to see through
walls? Cool, you can do that. You want instantly accurate aiming? That’s
a very popular choice. Hey, you want to kill everybody on the server
with just the press of one button? You're a man of rare taste, and you're
going want the “Massmurder” package. Step into my office and let’s talk
financing.

And financing is actually pretty simple. Many of these sites have
adopted the “software as a service” model wholeheartedly, selling
monthly subscriptions to constantly updated hacking tools, just as Net-
flix sells access to streaming movies and TV shows. As I write this,
buying a hack pack for the latest Call of Duty game will cost you $25 a
month on one such site, or you can save almost 50 percent by buying six
months at just $65. What's kind of hilarious about all this is that some
game developers have, on occasion, decided that joining them is better



22 CHAPTER2

than beating them. During Battlefield 3’s heyday, developer DICE
would sell you a watered-down version of these advantages by letting
you buy “shortcuts” to instantly unlock gear and perks that would have
taken many of hours of play to acquire otherwise. Forza 5 does some-
thing similar for the car-racing genre, letting you role-play as that one
kid from my high school whose dad owned a car dealership and always
let him just take whatever he wanted off the lot instead of earning it.
Sure, it’s not cheating in the same way that wall hacks or Max Loh’s
hacking code to automate gold collection in World of Warcraft was
cheating, but it’s still an exchange of money for advantage.

And that’s where the topic of cheating in video games starts to get
squishy and vague. Most players—and I hope this includes you, because
I like you—will never purchase cheats or exploit a glitch, but many of us
engage in smaller acts of cheating that seem close enough to harmless. I
admit: I once tabbed over to Dictionary.com to score points in an online
game of the Scrabble knockoff Words with Friends. I have a friend who
paid real money to have someone—a sweatshop worker in China, as far
as he knows—level up his Everquest character and stuff its purse with
valuables. I had another friend who admitted to using glitches to create
copies of rare weapons and other items in the online game Borderlands
2, and many Starcraft players have groaned in frustration when an
opponent drops out of a losing battle in order to preserve his win/loss
ratio.

Why do people cheat in these ways? Do people buy grossly unfair
hacks for the same reasons that others peek at online dictionaries and
others pay for high-level gear? Fortunately, the psychology of cheating
has been a popular topic in other domains, so there are many theories
to draw on. And it turns out that we cheat in games for the same reasons
and under the same influences that drive us to cheat in academics,
business, and personal life. The bad news is that we tend to cheat as
much as we can without admitting to ourselves that we’re cheating. The
good news is that we can mitigate it both in ourselves and often in
others if we know what to do.
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CHEATING IS A SOCIAL DISEASE

Cheaters breed. Well, not literally, though I suppose some number of
them must hook up. What I mean is that people are more likely to try
cheating when they see others around them cheat first. Some research-
ers think that this is especially true in ambiguous situations where we
think the chances of getting caught are low and the morality of the
action is in a grey zone. And like it or not, that grey zone probably
covers cheating in something generally as inconsequential as video
games.

To test this idea, behavioral economist Dan Ariely and his colleagues
set up an experiment at Carnegie Mellon University where people were
given an opportunity to solve puzzles in exchange for cash.? Study par-
ticipants sat in a group and were given sheets of paper, each containing
20 matrices of 9 numbers. The numbers were not nice and round like 2
and 8; they were jagged and exact like 1.57 and 8.43. The subjects’ task
was to find and circle the two numbers in each matrix that added up to
10. Not difficult, but not so trivial that people would be likely to find all
20 pairs of numbers within the five-minute time limit they were given.
In addition to the papers, each subject was also given an envelope with
cash inside, from which they were told they would extract their earnings
at the end of the experiment. Each correctly solved matrix was worth 50
cents. The more matrix puzzles they solved, the more money they got—
up to the whole $10 in the envelope.

Ariely and his colleagues ran several versions of this experiment with
different conditions, but in one of them they were interested in wheth-
er people would cheat if given the chance to do so with absolutely no
chance of getting caught. To create this opportunity, the researchers
not only let subjects self-report the number of problems they solved
after time was up, but they also had them feed their papers into a
shredder without ever showing them to anyone. The person supposedly
running the experiments blatantly affected a “look at all the cares I
don’t give” attitude toward the whole task and buried her nose in a
book. So people had both incentive to cheat (they were paid for each

3. Nina Mazar, On Amir, and Dan Ariely, “The Dishonesty of Honest People: A Theory of
Self-Concept Maintenance,” Journal of Marketing Research 45, no. 6 (2008), doi: 10.1509/
jmkr.45.6.633.
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solution) and freedom to do it (they were required to destroy the evi-
dence of their actual performance and self-report).

Many of them took the opportunity. How do we know this given that
everyone shredded their work? Ariely had determined an average for
how many of the puzzles people could do in five minutes by giving it to
people and then actually scoring their performance. The subjects who
were given incentive and opportunity to cheat claimed to have solved,
on average, 12 matrices versus this control group’s 7. Given the way that
the experimenters had controlled for everything else, cheating was the
only explanation.

So some people cheated. But what would happen if participants
knew for sure that they weren't the only ones cheating? What if some-
one got that money ball rolling for them? To answer that question, the
researchers redid the experiment, but this time had a confederate—an
actor pretending to be just another subject taking part in the study—do
just that. A few seconds into the five-minute session, this person stood
up and was like, “DONE! What now?” This was obviously impossible,
since the time-consuming nature of the matrix problems meant nobody
should have been able to do them all that fast. Yet the person running
the experiment, who was also in on the act, just waved her hand toward
the shredder and told the confederate to destroy his sheets before pay-
ing himself from the envelope on his desk. The confederate did so, then
made a big show of dumping all the money into his greedy palm before
marching out the door with what I have to imagine was a “see ya,
suckers!” kind of backward glance at the remaining subjects. The cha-
rade ended, the subjects were left with a clear impression: That dude
had totally cheated and gotten away with it.

Did this make them more likely to misrepresent their own perfor-
mance? Yep. As a group they cheated even more, reporting 15 prob-
lems solved. That’s more than twice the baseline number that the re-
searchers had found by actually scoring the sheets of the control group,
and significantly more than when they were given the chance to cheat
but provided no role model.

Results like this have also been found in other groups. Agata Blach-
nio and Malgorzata Werembko, for example, gave Polish students a simi-
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lar opportunity to get away with cheating.* Students taking a spelling
test thought they were left unattended with a conspicuous stack of
books in the middle of the room. Experimenters were, however, using
the old trick of watching them through a one-way mirror. The stack of
books in the room included dictionaries, and there was a sign saying
something along the lines of, “Hey, don’t use these to cheat on that
spelling test, okay?” Similar to Ariely’s study, these experimenters
rigged the situation by having a confederate pretending to be just an-
other student go over to the books and use a dictionary during the test.
Relative to those who were in a session without a cheating confederate,
these people cheated more often.

The same thing can happen with video games. Simply seeing other
players cheat or admit to cheating could be enough to tip the scales in
favor of thinking that it’s an acceptable behavior, especially if the con-
text is vague. When situations are uncertain, such as in a new game or
playing online with a bunch of strangers, we tend to look to those
around us for guidance as to what to do. Hey, we talked about this in
chapter 1 on anonymity and deindividuation, remember? Similarly, our
behaviors online and in-game are particularly dependent on who is in
our group and who is on our friends list.

To take a closer look at social networking among cheaters, University
of South Florida’s Jeremy Blackburn and his colleagues decided to
scrape a ton of data on such villains and their friends from Valve’s
Steam platform.> The computer program Steam not only acts as a digi-
tal storefront, but it also has a number of features that facilitate social
interaction and buddying up. Chief among these is its friends list, which
lets you keep track of your pals, send them messages, and invite them to
play games with you. Valve also runs what it calls the Valve Anti-Cheat
System, or “VAC” for short. This is a tool that’s in use by more than 60
games, at the time of this writing, to curb cheating and hacking by
detecting such antics and placing a big red “CHEATER” flag on the
offending user’s Steam account. Those who run multiplayer game serv-
ers usually configure them to kick such cheaters square in the crotch

4. Agata Blachnio and Malgorzata Weremko, “Academic Cheating Is Contagious: The
Influence of the Presence of Others on Honesty. A Study Report,” International Journal of
Applied Psychology 1, no. 1 (2011), doi: 10.5923/j.ijap.20110101.02.

5. Jeremy Blackburn et al., “Branded with a Scarlet ‘C: Cheaters in a Gaming Social
Network,” in Proceedings of the 21st International Conference on World Wide Web, April
16-20, 2012, 81-90 (Lyon, France: International World Wide Web Conference Committee).
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and off the server, so getting such a VAC ban has serious consequences.
This is especially true considering that all the games you buy with a
given Steam account are indelibly attached to that account, so getting
around the ban usually requires repurchasing games under a new iden-
tity. On top of that, a big “Bans on Record” is displayed in red text on
the cheater’s public profile—a mark that Blackburn wittily calls the
“Scarlet C” in reference to another scarlet letter made famous by novel-
ist Nathaniel Hawthorne. Valve likes to keep the details of how VAC
works a secret, for obvious reasons, but the website VACBanned.com
estimates that it has resulted in more than 2 million such bans since its
release in 2002.6

Blackburn and his colleagues pulled Steam profile information for
more than 12 million members of the Steam community through its
website, including 700,000 or so marked with the scarlet C of a VAC
ban. After running the data through complex social-graphing methods,
the researchers found several results that support the idea that people
tend to cheat in video games more often when their friends cheat.
“Cheating appears to spread through a social mechanism,” the re-
searchers write of their analysis of known cheaters’ friends lists.” “The
presence and the number of cheater friends of a [noncheating] player is
correlated with the likelihood of her becoming a cheater in the future.”
A full 15 percent of cheaters have mostly other cheaters on their friends
list, and 70 percent of cheaters have friends lists that are at least 10
percent cheaters. This is far different than the population of noncheat-
ers, Blackburn and his co-authors note. Although their analysis doesn’t
preclude the contribution of other factors to this outcome (e.g., maybe
cheaters find and befriend each other through their common interest in
such knavery), it does show that having someone on your friends list
who gets branded with the scarlet C increases the probability that you
will join them.

What's more, Blackburn and his colleagues found that cheaters tend
to try to hide when caught and lose people from their friends list over
time, probably thanks to being unable to play with them on VAC-se-
cured servers. They are also more than twice as likely relative to non-
cheaters to make their Steam profiles private, presumably to hide their

6. “VACBanned Statistics,” VACBanned.com, http://vacbanned.com/view/statistics (ac-
cessed May 9, 2014).
7. Blackburn et al., “Branded With a Scarlet ‘C,” 81.
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villainy. After comparing their original sample to a new one taken six
months later, the researchers saw that relative to noncheaters, newly
flagged cheaters were almost five times more likely to set their profile
to private. About 44 percent of cheaters lost friends in that six months,
compared to only 25 percent of noncheaters. I've seen data that also
bear this out.5 A few years ago when some colleagues from IGN.com
and I examined a data set describing the connections among friends for
the Mario Kart Wii racing game, we found that people who cheated by
using glitches to send spoof superior race times were much more likely
to have fewer online friends overall.?

Blackburn’s findings about the importance of social networks in
cheating also aligns with another iteration of the matrix-solving experi-
ments, described above, conducted by Francesca Gino, Shahar Ayal,
and Dan Ariely.!* The setup was similar to the other experiments I
discussed: Subjects set out to solve puzzles, they were given incentive
and means to get away with dishonesty, and one confederate working
for the experimenter made a show of cheating. In this study, though,
the experimenters manipulated how likely the Carnegie Mellon Univer-
sity student subjects were to perceive the flagrant cheater as a member
of their in-group and social network. In one condition, he wore a Carne-
gie Mellon University T-shirt, suggesting that he was a fellow student
there. In another condition, he wore a University of Pittsburgh shirt,
suggesting a much looser connection to the subjects’ social network.
When the cheater seemed to share a social group, subjects cheated 24.3
percent of the time. When he didn’t, they only cheated 3.6 percent of
the time. 1!

So, just as those experiencing deindividuation pick up on social cues
as to how to behave, cheaters also flock together. Sometimes, though, it
doesn’t matter what we see other people do. Sometimes the decision to
cheat or not depends on what’s at stake for us.

8. Jamie Madigan, “The Psychology of Video Games: Why We Do What We Do with
Friends (and Screw That Other Guy),” lecture given at the 2010 Login Conference, Seattle,
Washington, May 14, 2010.

9. Stephen Totilo, “Lessons of the Mario Kart Cheaters,” Kotaku (blog), May 17, 2010,
http://kotaku.com/5541043/lessons-of-the-mario-kart-cheaters (accessed May 9, 2014).

10. Francesca Gino, Shahar Ayal, and Dan Ariely, “Contagion and Differentiation in
Unethical Behavior: The Effect of One Bad Apple on the Barrel,” Psychological Science 20,
no. 3 (2009): 393-98, doi: 10.1111/).1467-9280.2009.02306 x.

11. 1Ibid., 396.
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CHEATING TO KEEP FROM LOSING

People hate to lose something more than they like gaining something of
equal value—about two to three times as much, depending on the
circumstances.!2 This near-universal truth about the human psyche has
become known as “loss aversion,” and it can explain much irrational
behavior. Framing options in terms of losses or gains, for example, can
influence people’s choices. Circumventing a $5 surcharge (avoiding a
loss) is more attractive than getting a $5 refund (receiving a gain), even
though the results are the same.

Given loss aversion, it may not be surprising that many acts of dis-
honesty and cheating in the real world are born from fear of losing
something we value. Pressure to avoid getting an “F” in a class leads
many students to smuggle cheat sheets into exams more so than does
the possibility of getting an “A.” Pressure to avoid losing market share
leads those in business to break laws more often than does setting new
sales records. Not owing the government additional money is a bigger
motivator for cheating on taxes than is getting a bigger refund. Sure, in
all these cases gains like the bigger sales figure or the bigger refund may
motivate people to cheat, but the point is that they’ll never be as moti-
vating as avoiding a loss of equal magnitude. If you're listing out the
advantages cheating, avoiding a loss will be in 18-point font, compared
to a modest 12-point font used to list a plain gain. It’s just how we're
wired.

A 2011 study by researchers in the Netherlands, for example, found
that people were more likely to cheat on a task when given what are
called “performance-related goals™ rather than “mastery goals.”!3 That
is, if they were concerned about doing better than other people, they
were more likely to cheat than if they were just trying to improve their
own performance. This makes sense, because though there would be no
point to lying to yourself if trying to beat your own best time in a 500-
meter dash, you might take whatever advantage you could get if you
were running an important race against someone else. Furthermore,
the researchers found that intentions to cheat and actual cheating were

12.  Daniel Kahneman, “Prospect Theory,” in Thinking, Fast and Slow (New York: Farrar,
Straus and Giroux, 2011), 278-88.

13.  Nico Van Yperen, Melvyn Hamstra, and Marloes Van Der Klauw, “To Win, or Not to
Lose, at Any Cost: The Impact of Achievement Goals on Cheating,” British Journal of
Management 22 (2011), doi: 10.1111/j.1467-8551.2010.00702 x.
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more likely in what they called “performance-avoidance” situations
where you were trying to avoid doing worse than someone else. We will
talk more about this specific idea in chapter 5 on scores and competi-
tion.

Loss aversion is an important concept for video games because mod-
ern game design leans on these kinds of performance-avoidance situa-
tions pretty heavily, not to motivate you to cheat, but for other reasons:
getting you to play more, motivating you to compete with friends, and
enticing you to buy stuff. The temptation to cheat is just an unwanted
side effect. Games—especially multiplayer games but increasingly even
single-player ones—track a lot of information these days. Rankings and
ratings are everywhere, and most built-in leaderboard systems make
comparing your achievements to others quite easy. Trials Fusion, for
example, is an entry in the side-scrolling, motorcycle-driving game se-
ries with a heavy emphasis on making it through each track as quickly as
you can. One of the things that the game’s developer, RedLynx, gets
right is the leaderboard system. Not only do you get to see how your
quickest time stacks up against other players, but you can also generate
a “ghost” of another player’s best time, against which you can race.
You're always aware of where you stand, and, more importantly, you're
aware of how much you're falling behind as other players get better at
the game and keep throwing themselves against their (and your) best
times. Similarly, the Xbox Arcade game Geometry Wars flat out lists the
next highest score of a person on your friends list, showing you whom
you need to beat. The result is usually two friends tugging back and
forth in their own little contest. Loss of standing—or the threat of it—is
constant, and, as we’ll see in a later chapter, it hurts more when the
game goes out of its way to compare you to a small group of your
friends.

Other games rely on leaderboards for more than just bragging rights.
The highly competitive online game Starcraft II uses them to place you
in a league ranging from dusty Bronze to austere Grandmaster. Win-
ning enough games to break into a higher-level league is a moment of
great joy for any serious Starcraft player, but you don’t get to kick back
and rest once you're there. If you don’t keep winning games, you risk
dropping back down. That's why people in Starcraft and other games
with rankings, such as League of Legends, are motivated to cheat the
system by dropping out of matches when things start to go poorly on
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them. Loss aversion is strongly motivating them to preserve their num-
ber of wins and minimize their losses. But so is what other people think
about them if they get caught.

YOU CAN CHEAT, BUT DON’T BE A CHEATER

My wife was once highly offended by a cartoon mole. One of the few
games I've ever been able to get her into was Animal Crossing on the
Nintendo GameCube. The Animal Crossing games are cute and easy
titles where you control an adorable little newcomer to a town populat-
ed by friendly animals. You walk around talking to your new neighbors
and collecting objects to trade for money or decorate your house. Very
little of it involves machine guns or punching people in half, so I
thought the game would be a good gateway through which to lead my
wife into the hobby. But one day she just up and announced that she
was done with the game.

“That stupid mole called me a cheater,” she said, and I immediately
understood. Though he was ostensibly there to remind players about
the importance of saving their game, Mr. Resetti the mole was also
Animal Crossing’s reaction to people who tried to cheat by turning the
game off without saving. Why do this? Because the town’s general store
was stocked with random items each day. You could turn the Game-
Cube off and back on without saving to trick the game into restocking
the store and thus maybe giving you a better selection. But Mr. Resetti
would know if you did, and he’d be super pissed.

My wife wasn’t trying to cheat in this way, but she had assumed the
game autosaved and thus just hit the power button when she was done
playing. The result was an unavoidable, unskippable, and lengthy lec-
ture from “the stupid mole” that stood in stark contrast to the saccharin
tone of the rest of the game. During one of his diatribes, he actually
berates the player by saying, “You oughta be ashamed. Huh? What's
that? Speak up, you reset-happy CHEATER.”

That stings, even if you were purposely resetting the game, because
“cheater”—the scarlet C—is a powerful label. As T mentioned, Jeremy
Blackburn and his colleagues found in their examination of cheaters’
social networks that these miscreants would often create new Steam
profiles or set their existing profiles to “Private” just to ditch or hide the
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“Bans on Record” label. But breaking rules in video games can cover a
wide range of activities. There are flagrant acts of cheating, such as
using hacked files or glitches to gain unfair advantage over opponents.
Then there are smaller acts of cheating that many of us may be guilty of:
using utilities to restore archived saved-game files after a boss fight goes
poorly, editing saved files in Dungeon Defenders to get impossibly awe-
some equipment, or dropping out of online games like League of Leg-
ends in order to avoid getting a loss on our records. These happen much
more frequently.

And there are small acts of cheating that most of us may even defend
as not really cheating at all. Is consulting a walkthrough cheating? Let-
ting your little brother beat a boss you're having trouble with? Excessive
quicksaving? Making sanctioned in-game purchases for experience
boosters? These questions are outside the scope of this chapter, and
their answers don’t really change the larger message that even though
there are hardcore cheaters out there, most of us cheat. But we only
cheat a little and only in ways that let us continue feeling okay about
ourselves. Recent studies have shown that the threat of having to up-
date our own self-image as a “cheater” or “a dishonest person” can be a
surprisingly strong deterrent.

Researchers Christopher Bryan, Benoit Monin, and Gabrielle Ad-
ams tested this idea directly on the campus of Stanford University.!4
They contacted students and asked them to participate in what must
have sounded like some pretty stupid experiments. One of the studies
boiled down to a script along the lines of, “Think of a number. I'll give
you cash money if it was an even number. Was it an even number? It
was? You win five dollars! HIGH FIVE!” Another task in their series of
experiments was flipping a coin 10 times and trying to use the “power of
your mind” to make it land on heads as much as possible. The research-
ers set subjects up to be able to cheat on this last one by recruiting them
online and asking them to perform the task in the privacy of their dorm
room. To motivate them to consider cheating, the experimenters of-
fered $1 for every heads the subjects supposedly produced. In other
words, they had every opportunity to cheat and get away with it.

14. Christopher Bryan, Gabrielle Adams, and Benoit Monin, “When Cheating Would
Make You a Cheater: Implicating the Self Prevents Unethical Behavior,” Journal of Experi-
mental Psychology: General 142, no. 4 (2012), doi: 10.1037/a0030655.
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Here’s the thing, though: Half the subjects were given instructions
that said, “PLEASE DON'T CHEAT,” at the top of their self-report
form, and the other half were told, “PLEASE DON'T BE A CHEAT-
ER.” It’s a subtle but important distinction. The researchers guessed
that the latter would be a more effective deterrent, since it more direct-
ly attacked people’s self-concept. And indeed, such a simple nudge
caused those in the “Don’t be a cheater” condition to report significant-
ly fewer heads. The difference wasn’t huge, but it was there: an average
of 4.88 heads for the “Don’t be a cheater” group and an average of 5.49
heads for the “Don’t cheat” group.

But other researchers have found similar and much bigger effects
through other, equally simple invocations of self-image. Nina Mazar,
On Amir, and Dan Ariely did another great series of experiments based
on the matrix exercise I described earlier in the chapter.!> Mazar and
her colleagues ran several versions of this experiment, but once again
the general setup was that some subjects were given a chance to cheat.
They were told to destroy their papers in a shredder, then self-report
how many matrices they had solved. A control group did the same task
but knew that their answers were actually going to be scored before
payment was determined and thus had no chance to cheat. 16

The researchers wanted to know if they could manipulate how often
people cheated by either protecting or endangering subjects’ self-im-
age. Specifically, they wanted to draw attention to each participant’s
image of him- or herself as an honest person. In one iteration of the
experiment, they highlighted moral standards by having subjects write
down as many of the Ten Commandments as they could. (Amusingly,
most subjects at the American university where this research was done
could only think of about 4 of the 10 commandments.) The result?
People who had the opportunity to cheat without getting caught didn’t
cheat. At all. Similar results happened when the researchers had sub-
jects indicate that they understood that their conduct fell under the
purview of the university’s (fictitious) honor code. Another study by
researchers at Harvard University used Ariely’s matrix-solving problem,
but they modified the sheet to make it look and feel like subjects were

15.  Mazar, Amir, and Ariely, “Dishonesty of Honest People.”

16. Dan Ariely, “Testing the Simple Model of Rational Crime (SMORC),” in The (Honest)
Truth a bout Dishonesty: How We Lie to Everyone — Especially Ourselves (New York:
Harper, 2012), 11-29.
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completing a tax form.!” They gave participants a chance to get up to 24
more dollars in the form of reimbursements for self-reported travel
expenses. Participants also added their signature to the form next to a
“This is all totally true” statement, but half of them had this signature at
the top (before they completed the form) and half at the bottom (after
they had completed the form). Those who started the process with an
agreement that they were going to be honest at the top of the form lied
and cheated on this mock tax form much less.

This is one reason why I think games would benefit from having
players include anticheating messages on loading screens or even agree
to an occasional “I agree not to cheat/drop out/grief/whatever” state-
ment before joining a multiplayer match. We saw in chapter 1 how this
kind of priming worked for curbing toxic behavior in League of Leg-
ends, and there’s no reason why it should not work for cheating. Many
games and services have these kinds of anticheating messages buried in
their end-user licensing agreements, but nobody reads those.

It also turns out that people can be nudged into cheating more
through a different manipulation that relies on the same principle. In
one experiment, Mazar and her colleagues wanted to make it easier for
people to label their behavior as something other than cheating. To do
this, they simply paid people in tokens. This was kind of silly since
subjects immediately turned around and exchanged the tokens for cash,
but it worked. In fact, it worked really well. Subjects who cheated to get
more tokens reported solving, on average, almost three times as many
problems as those in the control group. Just by letting them think, “I'm
claiming tokens,” instead of, “I'm stealing money.” 18

This may sound absurd, but it matches up with the real world quite
well. Stealing cash from the register? No way. Taking an extra-long
lunch break or going home a little early without reporting it? Well,
yeah. Or what about rounding up on an expense report or fudging the
number of billable hours for a client? That happens a lot more than
stealing cash of equal value. Video games even facilitate this kind of
cheating by their nature. Nothing in video games is physical or repre-
sented in a way that makes you think of it as real money. It's often

17. Lisa Shu, Nina Mazar, Francesca Gino, Dan Ariely, and Max Bazerman, “Signing at
the Beginning Makes Ethics Salient and Decreases Dishonest Self-Reports in Comparison to
Signing at the End,” in Proceedings of the National Academy of Sciences 109, no. 38 (2012):
15197-200.

18.  Mazar and Ariely, “Dishonesty of Honest People.”
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abstracted. In fact, as we will see in the chapter about in-app and in-
game purchases, game designers go to great lengths to decouple
thoughts of real money and in-game resources, even when you can
trade one for the other. Selling gold in World of Warcraft? Using
glitches to create copies of items in Diablo III and then dumping them
in the real-money auction house? If you're saying, “That’s different,” or
“That’s not cheating,” then you're doing exactly what Mazar describes:
protecting your self-concept as a noncheater by categorizing your be-
havior as something other than cheating.

But here’s the positive spin on all this: Even when given chances to
do otherwise, people in these experiments only cheated a little. Only a
few more heads-side-up coin tosses were reported and only a few extra
matrices were reported as solved. The main way that people seem to
protect their self-image is by putting a throttle on their cheating im-
pulses. Reminders of or attacks on our self-image can often lower them
even more. Irate cartoon moles are optional, but apparently they are
also effective.

Yes, there are those who embrace the role of “Cheater!” by running
hacks or abusing glitches. Many of us have encountered them, and we
hate them. But the answer to “Why do they do it?” is probably mun-
dane. They find it entertaining to cause grief, they enjoy the technical
challenge, or they like feeling special because they can do something
that few others know how to do.1® But most of us have an internal
governor on our cheating impulses. And it’s not cheating if you're not a
cheater; otherwise it’s cheating and you are a cheater. Keep that in
mind.

THINGS TO REMEMBER FROM THIS CHAPTER

* Cheating in video games covers many different kinds of behaviors.
Many of the systems in modern games (scores, rankings, losing in-
game rewards) incentivize cheating thanks to psychological phenom-
ena such as loss aversion, overvaluing sunk costs, and a desire to win
out during social comparisons.

19. For example, see Mia Consalvo, Cheating: Gaining Advantage in Videogames (Cam-
bridge, MA: MIT Press, 2009).
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Cheating is like a social disease. It spreads when people observe
others doing it—especially if they get away with it.

If someone has cheaters in his social network (e.g., on a friends list) it
increases the chances that he will become a cheater, too.

Inserting a level of abstraction between a cheating behavior and out-
comes can lead to more cheating (e.g., stealing tokens or in-game
items versus real money).

Appeals to and attacks on one’s identity as a cheater or noncheater
can curb impulses to cheat, even if you can totally get away with it.
Fortunately, research shows that most people only cheat a little bit—
enough to gain some advantage but not enough to damage their
reputation or image they have of themselves.






WHY ARE FANBOYS AND FANGIRLS SO
READY FOR A FIGHT?

“I don’t think of [my fans] as fanatical, so much as extraordinarily
tasteful. They have great taste, they've very smart, and they’re better
than other people.”

— Joss Whedon, writer and director!

Police in Norwich, England, once had to break up a fist fight between
Imperial Stormtroopers and Time Lords. The Star Wars versus Doctor
Who feud was the result of a long-standing schism between factions
within the Norwich Sci Fi Club, several members of which had shown
up at a Star Wars convention dressed as members of their respective
science fiction franchise. This came after figurative shots had previously
been fired from one group to the other in the form of angry Facebook
comments and warnings to stay away from this particular event. Those
warnings were ignored, but fortunately nobody was hurt. Indeed, ac-
cording to Norwich police, it was less of an “assault” and more of a “very
minor altercation.”2

But they don’t always feel minor. These kinds of clashes between
fans of differing camps are a staple of geek and video game culture that

1. “Joss Whedon Red Carpet Interview for Much Ado about Nothing,” YouTube video,
2:39, posted by “Click Online,” February 24, 2013, https//www.youtube.com/
watchPv=4BwfORQMMfg,

2. “Science Friction: Star Wars and Doctor Who Fans Come to Blows over Autographs,”
The Guardian, May 16, 2013, http://www.theguardian.com/uk/2013/may/15/university-nor-
wich-star-wars-club-fight (accessed December 24, 2014).
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can result in real conflict. One can hardly go onto a video game message
board or comment section without seeing fans of one game, platform,
or publisher trying to build themselves up while simultaneously tearing
down the competition. These gaming “fanboys” and “fangirls” are kind
of like mascots for sports teams, except they disrupt events with flying
tackles against opposing players during free throws instead of just goof-
ing around at halftime. They can wreck civil discourse, sour the culture
of gathering places, and only participate in conversations by dumping
onto the wrong side of the signal/noise ratio.

They can, as it turns out, also turn the tide of wars.

Well, not real wars. Let’s not go that far. But in 2013, superfans
definitely steered the course of one marketplace battle that decided
what features and restrictions Sony’s and Microsoft’s newest generation
of video game consoles would have. It started early in the year when the
two companies were getting ready to launch their respective entries
into the next generation of gaming hardware: PlayStation 4 and Xbox
One. Nintendo’s lackluster entry into the new generation with its Wii U
console aside, this was the first time that consumers had seen powerful
new consoles in almost seven years. Everyone who followed the video
game scene was excited, especially when Microsoft and Sony an-
nounced that they would be launching the machines within a couple of
weeks of each other.

This was about as head-to-head as you could get in what many gam-
ing journalists and fans declared a new console war.? In the weeks and
days leading up to 2013 Electronic Entertainment Expo (E’), new an-
nouncements and rumors about the capabilities and limitations of each
machine began to flitter around the Internet, dorms, and break rooms.
Would Microsoft’s console require its voice-control and motion-track-
ing Kinect hardware to be active all the time? Would Sony’s machine
lock you out of borrowing or buying used games? Which games were
going to be available at launch, and which were going to be exclusives
for one platform or another? It was delicious drama for those of us into
such things. In the spirit of getting carried away with the hype, many
fans began declaring who was winning before the final specifications
and features of the machines had even been announced.

3. Paul Tassi, Fanboy Wars: The Fight for the Future of Video Games (Forbes Media,
2014).
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The console war’s biggest battle culminated in a series of press
events around E°, where Microsoft and Sony traded shots like cannon
broadsides from two ships of the line. In a press event about a month
before the main expo, Microsoft officially revealed the Xbox One hard-
ware. Executives gave a presentation that ended up being roundly criti-
cized for leaning heavily on the machine’s ability to do video conferenc-
ing and manage television programming instead of playing awesome
games.* Sony fans got a good chortle out of this and started calling it the
“Xbone.”>

But that was only the beginning for the Xbox One. Later, when Sony
had its press conferences, they gleefully rubbed Microsoft’s face in fans’
early reactions to the television integration, privacy concerns, and re-
strictions on used games. The PlayStation 4, Sony said during the E’
press conference, would have none of these shortcomings, and it would
be an easier platform for independent game developers to work with
and get published on.6 Oh, and it would be $100 cheaper—EAT IT,
MICROSOFT! Seconds after Sony’s executives were done with their
stage presentation, the company even released a YouTube video to
mock Microsoft’s used-game restrictions. Entitled “Official PlayStation
4 Used Game Instructional Video: How to Share PlayStation 4 Games,”
the majority of the video consisted of a title card reading, “Step 1:
Sharing the Game.” This was followed by a four-second scene where
one Sony executive handed a game disk to another, who replied with,
“Thanks!,” before the video abruptly ended.

Faced with outrage from their own camp and snide laughter from
Sony fans, Microsoft backpedaled on key features of the Xbox One,
including the requirement that it always be connected to the Internet
and digital rights management policies that restricted the use of second-
hand games. “After a one-time system set-up with a new Xbox One, you
can play any disc based game without ever connecting online again,”

4. For example, Paul Tassi, “Microsoft Stumbles through Xbox One Announcement,”
Forbes, May 21, 2013, http:/www.forbes.com/sites/insertcoin/2013/05/21/microsoft-stum-
bles-through-xbox-one-announcement-shows-little-answers-less/ (accessed March 13, 2015).

5. William Usher, “Xbone Nickname Is Disrespectful to Xbox One, Says Major Nelson,”
Cinemablend, September 8, 2013, http:/www.cinemablend.com/games/Xbone-Nickname-
Disrespectful-Xbox-One-Says-Major-Nelson-58934. html (accessed March 13, 2015).

6. Tom Phillips, “Microsoft’s PR Blunders Caused Sony to Re-write E3 PlayStation 4
Script,” Eurogamer, July 7, 2014, http:/svww.eurogamer.net/articles/2014-07-09-microsofts-
pr-blunders-caused-sony-to-re-write-e3-playstation-4-script (accessed March 13, 2015).
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said Microsoft’s Don Mattrick in an official announcement.” Then, a
couple of lines later, Mattrick put the issue of of used games to rest:
“There will be no limitations to using and sharing games.” Microsoft
even removed the requirement that the motion- and voice-detection
Kinect hardware be plugged in at all times,® possibly in order to ap-
pease those who claimed that the corporate giant would ogle players
lounging in their underpants. About a year later, Microsoft would go
even further by announcing a Kinect-free version of the console for
sale.? Microsoft did all this despite the fact that the Kinect was a core
feature Microsoft was leaning on to differentiate itself from the compe-
tition. Looking back, we can see how fanboys and fangirls clearly helped
direct the conversation and shape the decisions of Sony and Microsoft,
right up to the eleventh hour, before the machines were rolled off
assembly lines and into the marketplace.

But as far as displays of fandom go, this console war actually wasn’t
the most extreme or caustic that the gaming scene has had to offer.
Gaming’s traditionally male, hardcore base has had some problems
dealing with the entry of casual gamers and women into its realm. To
put it mildly, some video game fans can be downright hostile toward
anyone different from them or who makes creative decisions they don’t
like. Jennifer Hepler, who was the senior writer on the Dragon Age
series of role-playing games, threw her hands up and quit after abusive
phone calls and death threats were leveled against her and her children
based on some decisions she made with the game’s story and charac-
ters.’0 As we'll see later in this chapter, she’s not the only woman to deal
with such treatment as a result of perceived intrusion on fans™ sacred
ground. Some devoted gamers have a similar chip on their shoulder for
“casual gamers” and “Madden dudebros,” who are increasingly coming
to enjoy mobile games like Candy Crush Saga or annual sports games.

7. Don Mattrick, “Your Feedback Matters—Update on Xbox One,” Xbox.com, June 19,
2013, http:/news.xbox.com/2013/06/update (accessed March 13, 2015).

8. Scott Lowe, “Xbox One No Longer Requires Kinect to Function,” IGN.com, August
12, 2013, http://Avww.ign.com/articles/2013/08/12/xbox-one-no-longer-requires-kinect-to-
function (accessed March 13, 2015).

9. Phil Spencer, “Delivering More Choices for Fans,” Xbox.com, May 13, 2014, http://
news.xbox.com/2014/05/xbox-delivering-more-choices (accessed March 13, 2015).

10. Brian Crecente, “Plague of Game Dev Harassment Erodes Industry, Spurs Support
Groups,” Polygon, August 15, 2013, http://Awww.polygon.com/2013/8/15/4622252/plague-of-
game-dev-harassment-erodes-industry-spurs-support-groups (accessed March 13, 2015).
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The perception that these people aren’t “real” gamers is pervasive in
some places.

Why do we do this? Why do fanboys and fangirls so often attack
others while building up their favorite games, hardware, and fran-
chises? What kinks in human psychology trip us up and cause us to fall
ass over elbows into such extreme positions? Well, it’s often about pro-
tecting our identity and our ego. Understanding how will require road
trips to the horse races, a summer camp in rural Oklahoma, and the
nearest supermarket. Get in the car. I'll explain on the way.

CHOICE-SUPPORTIVE BIAS AND THE BATTLE AGAINST
BUYER’S REMORSE

Psychologists Robert Knox and James Inkster once decided to visit the
Exhibition Park Race Track in Vancouver, British Columbia, so they
could spend the day at the horse races. The park was near the Univer-
sity of British Columbia, where the pair worked, but they weren’t into
horses or gambling. At least I don’t think so. Instead they were inter-
ested in certain people: the track’s resident gamblers themselves. Knox
and Inkster employed the help of more than 140 racetrack patrons to
test a theory they had about how placing a bet on a horse affected one’s
judgments. The researchers approached about half of the patrons just
before they reached the front of the line for the betting window. The
other patrons were approached just after they had made their bets.!!

Some of the gamblers didn’t speak English or told the nosey little
men to get lost. But most of them happily responded to a simple ques-
tion: “What chance do you think the horse you are going to bet on, or
have just bet on, has of winning this race?” The bemused racetrack
patrons were to answer the question with a scale, including anchors for
1 (“Slight”) to 3 (“Fair”) to 5 (“Good”) to 7 (“Excellent”).

Knox and Inkster found that something in the few seconds between
heading for the betting window and walking away from it had a big
impact on the gamblers’ perceptions of how awesome a horse is. It
didn’t represent a gigantic change, but just the act of putting down $2
on a bet was enough to change people’s opinion of a horse from “fair” to

11.  Robert Knox and James Inkster, “Postdecision Dissonance at Post Time,” Journal of
Personality and Social Psychology 8, no. 4, (1968), doi: 10.1037/h0025528.
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“good.” What had happened in those few seconds, of course, was that
the gamblers had committed themselves to a horse by placing a bet.

The researchers concluded that cognitive dissonance, the hot new
psychology topic of the day, was to blame for this inflation of confi-
dence. The idea is that whenever we have a mismatch between our
actions and our beliefs, a kind of cognitive tension is created, and we
are motivated to relieve it by changing either our belief or our behavior.
The racetrack gamblers, for example, didn’t want to think that they had
bet on a horse that had poor chances of winning, so they changed their
attitudes to be in line with the bet they had just made. This reduced or
avoided cognitive dissonance, which might have been particularly im-
portant to do given the scrutiny by the funny little men with the clip-
boards and seven-point rating scales. Similarly, none of the people who
buy one gaming console want to think they bet on the wrong horse, so
to speak. If Knox and Inkster asked shoppers, “How likely do you think
it is that this system is going to have the better library of games two
years from now?,” these gamers would be more optimistic right after
plunking down $400 to $500 than they would be right before—even
though their purchasing intentions didn’t change in those few seconds.

Cognitive dissonance is a popular topic in consumer psychology be-
cause it creates a whole constellation of biases and mental hiccups that
lead shoppers into irrational and weird behavior. Something called
“choice-supportive bias” is the biggest of these. Like the people betting
on horses, gamers often have to make wagers about what games will be
better than others, since they don’t have the time or money to play
them all. This is even truer of video game systems and hardware up-
grades. Choosing among a Sony, Microsoft, or Nintendo console re-
quires a big bet. So does choosing between different Apple and Android
smartphones, or tablet computers, for that matter.

This choice-supportive bias gets to work by leading us to selectively
perceive and attribute more importance to information that confirms
the idea that we've made the right choice, and to do the opposite for
information to the contrary. And it’s not as simple as paying attention to
some information and ignoring other information. A 1981 study where
participants listened to the story of an unsolved murder found it much
easier to recall from memory clues that implicated the person they had
fingered for the crime, even though the clues for the other guy were
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just as numerous and suggestive.!2 Unfortunately for the eyewitness
testimonies of the world, our ego is pretty important to us, and this
selective nature of perception and memory runs an effective interfer-
ence pattern.

In fact, it’s often the pros of our beloved choices that we remember
more than the cons. To test this bias in a slightly different context,
researchers Mara Mather, Eldar Shafir (whom we will talk about more
in a moment), and Marcia Johnson had subjects choose between multi-
ple candidates for co-workers, roommates, and even blind dates.!> Each
candidate was described with both positive traits and negative traits
before subjects were asked to make a choice. One potential roommate,
for example, may be described as both “rarely in a bad mood” and as
someone who “leaves dirty laundry piled around the room.” When
quizzed later about this list of pros and cons, subjects in all situations
were much more likely to remember that their chosen roommate was
cheerful than they were to remember that she left dirty clothes lying
about. But when asked about the people they didn't choose, subjects
could readily confirm that they remembered reading that the person
“snored at night.” This was despite the fact that such a defect of charac-
ter was nowhere to be found on the original list they were trying to
remember—the researchers were pulling a fast one on their biased
memory. Subjects just saw the negative trait on a list and said, “Yep,
that sounds like something that fits with the decision I made, so it’s
probably true.”

Gamers commit this kind of mental fabrication all the time. Xbox
One fans may misremember how the “it always needs to be connected
to the Internet” debacle of the 2013 console wars went down, or forget
that it even happened at all, given their ultimate purchase. On top of
that, they may actually claim to remember that the PlayStation 4 had
gone back on a promise of backward compatibility with PlayStation 3
games, when in reality backward compatibility was never promised. PC
gaming superfans also get caught up in choice-supportive bias when
they talk about how great a game looks on a computer, even though
they probably couldn’t tell the difference between the same game run-

12. Edith Greene, “Whodunit? Memory for Evidence in Text,” American Journal of
Psychology 94, no. 3 (1981), doi: 10.2307/1422258.

13. Mara Mather, Eldar Shafir, and Marcia Johnson, “Misremembrance of Options Past:
Source Monitoring and Choice,” Psychological Science 11, no. 2 (2000), doi: 10.1111/1467-
9280.00228.
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ning at the same resolution on a high-end PC and a new-generation
console. Or if they did pick one in a blind taste test, they'd insist they
could see the superiority if they picked the PC version, or decry some
kind of trickery if they had chosen the console version.

I even caught myself falling prey to this selective memory when a
friend recently asked me how often I made use of the ability to control
much of the Xbox One’s functionality through voice commands. I told
them, “Oh, lots! I use it to go between apps, pause video playback, send
messages, and other stuff.” But sitting here looking at the paragraphs
I've written above, I have to confide that “Xbox, on” and “Xbox, turn
off” make up 99 percent of the voice commands I've given it in the last
few months. Which is still pretty cool, but if I'm being honest, I'm not
sure it qualifies as “T use it all the time.”

It’s natural to want to think we made the right choices when we buy
something. We don’t need the kind of stress and mental taxation that
comes from second-guessing every decision. We'd never make it out of
our bedroom in the morning if we did that. These mental shortcuts and
biases are adaptive. But the situations created by superfans aren’t just
about any one decision maker in isolation. A fan club rarely has just one
member on its roster, because we want to band together with people
who are like us. To explore this more, let’s leave the racetrack and take
a new look at one of the most famous experiments on social dynamics in

all of psychology.

BUILDING A BETTER FANBOY THROUGH SOCIAL
IDENTITY THEORY AND KIDNAPPING

In the summer of 1953, psychologist Muzafer Sherif went shopping for
children. He and some of his fellow researchers went around to differ-
ent middle schools in Oklahoma City and stood at the periphery of
playgrounds during recess. After watching the children at a given school
play for a while, Sherif would call out and targeted certain fifth-grade
boys that he wanted to get more information on. What's more, this
request was fulfilled by school principals, who helpfully told Sherif

everything he wanted to know. Sherif even gained access to academic
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and disciplinary records to further narrow down their search for the
most average specimens they could find. !4

Based on his spying and perusal of school records, Sherif compiled a
list of 50 boys that were all 11 years old and complete strangers to one
another. They had average 1Q scores, they were all healthy, they all
were from middle-class homes, and none had a history of delinquency.
But instead of the straight-up kidnapping you might be expecting at this
point, one of Sherif’s colleagues presented himself at the doorsteps of
each child’s parents—accompanied, I like to think, by an ominous thun-
derclap, regardless of weather conditions. This person told the parents
that their child had won a very special prize: He was eligible to attend a
camping trip sponsored the nearby state university. For just $25, their
child could spend a hunk of the summer in the wilds of Robbers Cave
State Park, several miles outside the small town of Wilburton, Oklaho-
ma. Oh, and while he was there he would be experimented upon. Visi-
tation or communication of any kind would be strictly prohibited.

Let me break that down for you: A man visited playgrounds to spy on
prepubescent boys, made a list of the 50 he liked best, and then asked
their parents if he could steal them away for three weeks to the woods
of central Oklahoma to conduct experiments on them. Furthermore,
the parents would have to pay $25 for the privilege. And they say
psychology is underrepresented among mad scientists! Amazingly,
about half the parents decided that this was a heck of a good deal and
had their kids packed and ready to go when Sherif’s bus rolled around
to pick them up a few weeks later.

Sherif didn’t actually have anything particularly evil in mind, and he
was up front with parents about everything that was going to happen.
He went through this elaborate process of selecting a homogenous
group of boys because he wanted them to be as similar as possible so
that he could make careful, controlled changes to their social structures
and see what happened. If some boys were older, or of another religion,
or of another race, that would be much more difficult to do. Sherif and
his colleagues wanted to study how social relationships and hierarchies
spontaneously developed among strangers, even when there were none
of the typical differences between them. He and his fellow researchers
went into Robbers Cave with lots of hypotheses about how the status of

14.  Muzafer Sherif, Intergroup Conflict and Cooperation: The Robbers Cave Experiment
(Toronto: York University, 1961).
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group members would shake out and how this would affect group soli-
darity and perceptions of how cool each boy thought the other was. This
was just one big experiment, but they did implement certain safeguards
and protocols to keep bloodshed and actual danger to a minimum.

The researchers didn’t have to wait long for things to start popping.
The first busload of boys arrived to the camping site on June 19, 1954,
and was kept separate from the second group, which arrived shortly
thereafter. In a display of typical proto-macho attitude, this first group
of boys dubbed themselves the “Rattlers” and went about yelling and
establishing what was and what wasn’t acceptable behavior. No crying.
Baseball is super awesome. Kids from Texas are the worst. That kind of
thing. About six days into the trip, the Rattlers were allowed to come
into contact with the “Eagles,” the second busload of boys that had
arrived.

This was the moment of truth for the researchers, since they wanted
to know how these two groups would react to the realization that there
were other people like them present. An “us vs. them™ attitude sprouted
up immediately and dramatically. Upon learning that the Eagles ex-
isted, the Rattlers declared that they should claim the baseball diamond
and other parts of camp as their exclusive property. Why? Because
screw those guys, that's why. Various kinds of smack talk was also
formed, often including the delightfully 1950s phrase “dem dirty
bums.” Seriously, Sherif quotes the kids’ trash talk at length in his book,
Intergroup Conflict and Cooperation: The Robbers Cave Experiment.
Some of it is pretty funny.

Seeing a spark, the researchers did the sensible thing and lobbed a
gallon of gasoline onto it. They followed through on their plans to see
what would happen if they pitted the two groups against each other in
contests like baseball and tug-of-war. This figurative fire gave way to
literal flames as the Eagles set the Rattler’s hand-made flag ablaze and
draped the charred remains near the baseball diamond as a warning.
I'm not sure what they were trying to warn the Rattlers about, and I
suspect the Eagles were similarly fuzzy on the details. Didn’t matter.
The adults, continuing to show themselves to be paragons of good judg-
ment and responsibility, responded by organizing a formal tournament
where the victors would win a set of knives. Let me repeat that: The
adult researchers had two groups of children that hated each other and
had already expressed many intentions of bodily harm—and decided to
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arm half of them. As Sherif dryly notes in his book, “The prizes had
great appeal to the boys.”!> No doubt.

The thing to remember is that all of these boys were very similar: All
were from the same kinds of families, all were the same religion, all
were Caucasian, all were the same age, all had similar interests, and all
were there for the same camping trip. They weren’t set up as rivals at
first, and they weren’t in competition for limited camp resources. Yet
animosity and antagonism toward another group came naturally just
because their group had ridden in together on the same bus and were
given an excuse to think of themselves as a group. The Robbers Cave
experiment has many methodological shortcomings and deals with a
very specific group of people in a very specific set of circumstances, but
research done in its wake has confirmed that we need very little provo-
cation to think of one group as our in-group and another as the out-
group. We're tribal. It’s in our nature.

This is something that social psychologists ascribe to “self-categor-
ization theory.” People are inclined to construct social identities based
on membership in and identification with different groups. You may
have any number of these identities. Some of mine include gamer, man,
American, parent, and coffee drinker. Each of these identities carries
assumptions about what it means to be a member of that class: what
people in that group think, what qualities they have, what they value,
and so on. This has the function of reducing uncertainty about how to
behave when acting as a member of that group, which is usually a good
thing. 6 We are also biased toward thinking highly of the groups we are
in, which is a related phenomenon called “self-enhancement.” Under-
standing what it means to be a student, for example, helps us do well in
school. It also helps us differentiate our identities from those of other
people. Given how useful all this is to navigating our social environ-
ments, it's understandable that we have developed a bias toward look-
ing out for information about social groups and where we fit into them.
But in certain situations, those assumptions and that tendency to avoid
uncertainty mean sticking to ascribed behaviors and attitudes can steer

15. 1Ibid., 98.

16. Scott Reid and Michael Hogg, “Uncertainty Reduction, Self-Enhancement, and In-
group Identification,” Personality and Social Psychology Bulletin 31 no. 6 (2005), 804-17,
doi:10.1177/0146167204271708.
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us wrong. This is especially true if we are facing uncertainty, anxiety, or
even just a really weird situation.

For example, British social psychologist Henri Tajfel once took a
group of kids and showed them paintings by Swiss artist Paul Klee and
Russian artist Wassily Kandinsky.!7 If you want to go Google examples
of paintings by those artists, I can wait for you here. No? Well, just
know that though the paintings were different, a preference one way or
the other shouldn’t have been remarkable, and on the surface didn’t say
much about the viewer. After they shrugged their shoulders and picked
which artist they liked more, the kids were labeled according to their
choice. I mean that literally: They had labels about their artist prefer-
ence attached to their shirts. All of them then played a game where they
were allowed to distribute points that could be exchanged for real mon-
ey. This allocation was done privately so that not even the recipients
knew who gave them the money. Also keep in mind that none of the
kids expected to ever interact with each another again. None had any
reason to split the money one way or another beyond giving everyone
an equal share out of a sense of fairness. I bet you can imagine what
happened, though. Klee fans tended to give more money to other Klee
fans and to hold back from those stinking Kandinsky fans. With very
little effort, Tajfel had manufactured art fanboys on the spot. Just ima-
gine if they had been asked whether they preferred PlayStations or
Xboxes.

Valve Software created their own “Rattlers versus Eagles” and “Klee
versus Kandinsky” scenario during their “Demoman versus Soldier”
event for the game Team Fortress 2. Harnessing their flabbergasting
ability to track player statistics through the game, Valve promised a new
in-game weapon as a reward for the character class (Demoman or Sol-
dier) that scored the most overall kills against his opponent during the
competition. This rivalry was completely fabricated, but players seized
on it and got into the event, creating renewed buzz for the game. I think
the Soldier explained it best as part of the event’s promotional materials
on the official Team Fortress website: “Gentlemen, I have no idea what
this weapon is. I don’t even know if T'll want it. But by God, I know
what’s important, and it's that WE get it and the Demoman does not.”

17. Henri Tajfel, “Experiments in Intergroup Discrimination,” Scientific American 223,
no. 5 (1970), doi: 10.1038/scientificamerican1170-96.
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In case you were wondering, Soldier won the shootout, but just bare-
ly—6,372,979 Soldiers gibbed vs. 6,406,065 Demomen.

This kind of infighting isn’t rare, and it doesn’t only take place in the
game. Blizzard Entertainment puts on the annual Blizzcon convention
where you can come and revel in the shared experience of being a
fanboy or fangirl when it comes to Blizzard’s games and properties. The
developers of the Call of Duty games did the same thing in 2011 with
their Call of Duty XP event. These conventions create rivalries between
similar games, such as League of Legends (Riot Games) vs. DOTA 2
(Blizzard), or Call of Duty (Activision) vs. Battlefield (Electronic Arts).
And don’t forget about how Sony and Microsoft all but put out enlist-
ment posters for the 2013 console war described at the top of this
chapter. Your fandom can be determined by the simplest thing, even if
simply owning the game isn’t enough.

Now let’s look at where the concepts of group membership and
choice-supportive bias come together, because that intersection can
help us understand something far more controversial than taking chil-
dren away from their parents to perform experiments on them. It can
help understand why women who play video games are often given such
a hard time for it.

STUFF VS. IDENTITY VS. TROPES VS. VIDEO GAMES VS.
AMBIVALENCE

Every year, women are playing more and more video games. A 2014
study by the Entertainment Software Association showed that about 48
percent of people playing games are women or girls.!s But as one might
guess from the discussion of social identity theory above, many of those
women are relegated to out-groups and often regarded as “fake geek
girls” for their interest in traditionally male corners of the entertain-
ment world. This kind of reaction has many of the same psychological
roots as fanboyism, as we can see by looking at the case of one person
who decided to tackle the topic of how women are depicted in video
games.

18. Entertainment Software Association, 2014 Essential Facts about the Computer and
Video Game Industry, 3, http://Avww.theesa.com/wp-content/uploads/2014/10/
ESA_EF_2014.pdf.
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Anita Sarkeesian is a media critic who has built a large following by
examining the portrayal of women in comic books, movies, television,
and other vessels of popular culture. Her website, Feministfrequen-
cy.com, is the main clearinghouse for her work, along with her YouTube
channel. In 2012, Sarkeesian used the crowdfunding website Kickstart-
er to gather enough donations from her fans to finance a series of
“Tropes vs. Women in Gaming” videos. The goal of these videos was to
criticize the use of various gender-oriented tropes in video games.
Among the videos she went on to produce are ones critiquing game
designers’” overreliance on a damsel in distress as a plot device, the
limitations that come with “Ms. Male” character trope (think putting a
bow on Pac-Man to make Ms. Pac-Man), and the misuse of the women
as background decorations in a scene. Sarkeesian’s videos are the prod-
ucts of lengthy research and generally argue that the use of these game
designs and narrative devices is objectively harmful for gamers in gen-
eral and women in particular. This is where the controversy comes in.

Well, a lot of controversy and more than a little hate. Each new entry
in the Tropes vs. Women in Video Games project elicited waves of
dismissal, anger, hate, and even actual threats of violence against its
creator. People told Sarkeesian to shut up, die in a house fire, and keep
her gender politics out of their games.'® And those were just the milder
rebukes. Many more used language too vulgar to reprint here—or any-
where, really. One detractor even went so far as to use photographs of
Sarkeesian to create a Web game where you could simulate beating her
to a bloody pulp. In August 2014, Sarkeesian actually felt compelled to
leave her house after specific, credible death threats were made against
her. “Some very scary threats have just been made against me and my
family. Contacting authorities now,” she wrote on Twitter at the time.2
In October 2014, Sarkeesian canceled a lecture she was to give at Utah
State University because someone had sent organizers a letter threaten-
ing to bomb the event and shoot it up with a semi-automatic weapon.
“One way or another, I'm going to make sure they die,” the letter writer
threatened. The Utah State University organizers said they were unable

19. Amy O’Leary, “In Virtual Play, Sex Harassment Is All Too Real,” New York Times,
August 1, 2012, http:/Avww.nytimes.com/2012/08/02/us/sexual-harassment-in-online-gam-
ing-stirs-anger.html (accessed December 30, 2014).

20. Colin Campbell, “Sarkeesian Driven Out of Home by Online Abuse and Death
Threats,” Polygon, August 27, 2014, http://www.polygon.com/2014/8/27/6075679/sarkeesian-
driven-out-of-home-by-online-abuse-and-death-threats (accessed September 18, 2014).
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to screen attendees for weapons, citing the state’s open carry laws, so
Sarkeesian ultimately canceled.?!

This doesn’t seem normal to most people like you and me, but it’s
actually a more extreme version of the treatment that many women
working in the gaming industry receive—and it happens to girls and
women who just want to play games. In fact, in 2014, Sarkeesian’s
ordeals were part of a larger campaign of loosely organized attacks
against women in technology (video games in particular) that resulted
in several women fleeing their homes or leaving the industry in dis-
gust.?2 Those who remained had to face abuse or a perpetual threat of
the same. Why do some people react this way? Well, not to be too blasé
about the harassment, but at least part of the reason can be explained
by research into why people love Coca-Cola and iPhones so much.

In 2004, Baylor University researcher Read Montague and his team
had people from around campus take the “Pepsi Challenge” while mon-
itoring their brain activity and blood flow on an fMRI machine.? When
tasting unknown sodas from unmarked cups, about half of the partici-
pants preferred Pepsi. But when Montague then revealed which sam-
ples contained Coke and which contained Pepsi, something weird hap-
pened. Some people, habitual Coke drinkers, said that the Coke sam-
ples tasted better. Activity increased in their medial prefrontal cortex, a
bit of grey matter that controls higher thinking and reasoning. Subjects’
loyalty to the Coke brand and their concept of themselves as “Coke
drinkers” overrode their senses of taste.

Those in marketing and the field of consumer psychology have
known for quite some time that people construct much of their identity
out of their belongings and use those belongings to communicate that
identity to onlookers. The stereotype of a man coping with a midlife
identity crisis by buying a new sports car is trite, but it does sometimes

21.  Soraya McDonald, “Feminist Video Game Critic Anita Sarkeesian Cancels Utah Lec-
ture after Threat,” Washington Post, October 15, 2014, http://www.washingtonpost.com/
news/morning-mix/wp/2014/10/15/gamergate-feminist-video-game-critic-anita-sarkeesian-
cancels-utah-lecture-after-threat-citing-police-inability-to-prevent-concealed-weapons-at-
event/ (accessed December 30, 2014).

22.  Caitlin Dewey, “The Only Guide to Gamergate You Will Ever Need to Read,” Wash-
ington Post, October 14, 2014, http://www.washingtonpost.com/news/the-intersect/wp/2014/
10/14/the-only-guide-to-gamergate-you-will-ever-need-to-read/ (accessed December 30,
2014).

23.  Samuel McClure et al., “Neural Correlates of Behavioral Preference for Culturally
Familiar Drinks,” Neuron 44, no. 2 (2004), doi: 10.1016/j.neuron.2004.09.019.
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happen. In his article “Possessions and the Extended Self,” Russell Belk
quotes the new owner of an expensive Porsche 928 sports car:

Nothing else in my life compares—except driving along Sunset at
night in the 928, with sodium-vapor lamps reflecting off the wine-red
finish, with the air inside reeking of tan glove-leather upholstery and
the Blaupunkt playing the Shirelles so loud it makes my hair vibrate.
And with the girls I will never see again pulling up next to me, giving
the car a once-over, and looking at me as if I were a cool guy, not a
worried, overextended 40-year-old schnook writer. 4

It'’s not just balding car enthusiasts, either. You can easily argue that
Apple has made a fortune in marketing an identity to go with their
products. Most of their recent advertising campaigns don’t even men-
tion hardware specifications. They just talk about what kind of person
you can be if you own their little doo-dad. Apple’s famous “Think Dif-
ferent” ad from 1997 lauded the crazy “square pegs in round holes”
characters like Albert Einstein, Bob Dylan, Martin Luther King Jr., and
Pablo Picasso. To see for yourself, just go to YouTube.com and search
for “Apple 1997 Think Different Ad.” There’s not an actual product in
sight but the message is clear: Buy our stuff and you will be a misunder-
stood genius, too. I'm reminded of how successful this tactic is every
time I see someone sporting an iPhone case with a conspicuous hole in
it that serves no other purpose than letting the Apple logo on the back
of the phone show through.

Consumer psychologists consider Apple and Porsche fanatics like
this to have “high self-brand connection” and note that marketers like to
exploit this kind of connection by creating situations and experiences
that make certain parts of our identity more salient. It works on the best
of us, unfortunately. People tend to have high self-brand connections
with products that are high-cost and require a great deal of effort.
Gaming consoles and even individual games fit that bill because they
require an abundance of thought, money, and time. Five hundred dol-
lars for a console and $60 per game is serious money for most of us, not
to mention the time we invest in playing games. Once they make a
decision on a gaming console or choose to get really good at Battlefield
over Call of Duty, most people are locked in for a while. That product

24. Russell Belk, “Possessions and the Extended Self,” Journal of Consumer Research 15,
no. 2 (1988), doi: 10.1086/209154.
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becomes a carrier for their identity and a tool by which they communi-
cate it. We are gamers because we spend so much time and money on
games.

So what happens, then, when someone like Anita Sarkeesian comes
along and criticizes the product we have used to craft our identity?
Even if her target is just one example drawn from one game among
hundreds of games? It hurts, because an attack on that gaming platform
or that franchise feels like a criticism of our own concept of who we are.
It can actually lower our self-esteem if we let it. But we usually don’t
allow it to get us down because of, you know, human nature.

Researchers Rohini Ahluwalia, Robert Burnkrant, and Rao Unnava
were interested in how people would handle this kind of criticism and
negative publicity about brands of athletic shoes that they loved.?
Under the conceit of participating in a marketing survey, subjects were
shown press clippings (e.g., Consumer Reports reviews and advertise-
ments) that were unfavorable toward shoe brands that they had previ-
ously said they liked. They also saw some similar clippings that were
favorable. When asked to write down their reactions to the clippings,
those who were fans of the athletic shoes argued most strongly against
the negative information and rated it as being less useful for a hypothet-
ical shopper wanting information on the shoes. They were also less
likely to be ambivalent about the brand. That is, they didn’t hold multi-
ple, conflicting opinions about it. Others who didn’t care about the
shoes, on the other hand, tended to argue less. They also changed their
opinions of the shoes in light of new information and were able to hold
multiple opinions about them (e.g., they're good in this way, but bad in
others).

It's worth pausing here for a quick vocabulary refresher. The word
“ambivalent” is often misused to mean “not having an opinion either
way.” What it actually means is to have multiple opinions, especially
some that are positive and some that are negative. The term originated
in the psychology literature to describe the mental tax that comes from
holding multiple and contradictory impulses, emotions, or thoughts
about something. It turns out that humans don’t do ambivalence very
well when our identities or sense of self-worth are on the line. It’s

25. Rohini Ahluwalia, Robert Burnkrant, and H. Rao Unnava, “Consumer Response to
Negative Publicity: The Moderating Role of Commitment,” Journal of Marketing Research
37, no. 2 (2000), doi: 10.1509/jmkr.37.2.203.18734.
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threatening and it takes cognitive effort, which is a tough combination
to handle. So we generally try to resolve ambivalence instead of coping
with it.

This double whammy of threatening and difficult is what happened
in the wake of Sarkeesian’s videos. She provided negative information
about a brand—that of being a gamer in general, or at least being a fan
of the specific games discussed in the video. This is a brand that many
of us use to create and communicate our identity, and that’s especially
true of hardcore gamers who grew up with social stigmas on account of
their hobby. As a response, it's possible that we could reevaluate our
attitude toward and connection to these products in light of this new
information and perspectives. Or we could invest the resources needed
to become ambivalent about them so that we could acknowledge the
parts of our beloved hobby that are flawed.

But some people obviously don’t do these things because they’re
difficult and more mentally demanding. Attacking or ignoring the infor-
mation and its source is much easier. This is not to say that there aren’t
legitimate criticisms of Sarkeesian’s work, or that any disagreement with
her positions amounts to intellectual laziness. But legitimate critics
aren’t the ones we're talking about in this chapter. We're talking about
knee-jerk, hostile reactions unalloyed by any kind of effortful thought or
analysis. Thus we see reactions along the lines of, “She’s not a real
gamer,” or “She’s got an agenda,” or even “I can provide one counterex-
ample, so her entire argument is invalid.” Indeed, these mirror the
arguments made by high self-brand connection subjects in the sports
shoe study mentioned above.

A group of German researchers found evidence for this kind of
behavior among gamers in a 2014 study that addressed a similarly
touchy topic: the effects of video game violence on real-life violence.26
The researchers wondered if scientific findings about harm from video
game violence would be devalued and criticized more if the recipient
was a gamer. Indeed, they found that the degree to which someone
considered himself a gamer predicted very well how dismissive they
would be to research that called acceptability of that identity into ques-
tion. Furthermore, one of their experiments found that when subjects
were told that they were participating in a study on video game vio-

26. Peter Nauroth et al., “Gamers against Science: The Case of the Violent Video Games
Debate,” European Journal of Social Psychology 44, no. 2 (2014), doi:10.1002/ejsp.1998.
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lence, those who considered themselves gamers were more likely to try
to sabotage the results of a word-completion task by omitting responses
that suggested aggressive thoughts.?” Those participants who did not
consider themselves gamers exhibited no such impression manage-
ment, nor did gamers when the purpose of the experiment was cloaked
in terms unrelated to the effects of video game violence.

So we tend to not react well to criticisms of a high-involvement
product that we have used to build an identity. There’s a solution to this
problem, though, and to rampant fanboyism in general. Some research-
ers have reasoned that if we react this way to threats to high self-brand
connections in order to protect our identity, taking additional steps to
protect that sense of self might help us deal with negative information
better. A 2011 study published in the Journal of Consumer Psychology
showed that even just having subjects do some self-affirmation by writ-
ing a few sentences about their best qualities let them avoid this habit.2
Another study had Canadian subjects read an essay by some jerk being
critical of Canada, and the understandable dislike of the author was
lesser when subjects were first made to think positively about their
country.? This is related to one of the reasons why the charity Child’s
Play, which was started by the geek celebrities behind the Penny Ar-
cade webcomic, is so popular among gamers. Going through Child’s
Play to donate money and toys to children’s hospitals not only lets us do
a good deed, but it also lets us affirm something good about our subcul-
ture and our identity in the face of criticisms about video games and the
scene surrounding them.

So a dogged link between our purchases and our identity shouldn’t
take ambivalence off the table for this or for any other issue. As Sarkee-
sian herself got into the habit of noting near the top of each new video
in the Tropes vs. Women in Video Games series, “It’s important to keep
in mind that it’s entirely possible to be critical of some aspects of a piece
of media while still finding other parts valuable or enjoyable.” So here

27.  Jens Bender, Tobias Rothmund, and Mario Gollwitzer, “Biased Estimation of Violent
Video Game Effects on Aggression: Contributing Factors and Boundary Conditions,” Soci-
eties 3, no. 4 (2013), doi:10.3390/s0c3040383.

28. Jennifer Escalas and James Bettman. “You Are What They Eat: The Influence of
Reference Groups on Consumers Connections to Brands,” Journal of Consumer Psychology
13, no. 3 (2003), doi: 10.1207/S15327663]JCP1303_14.

29.  McGregor, Ian, Reeshma Haji, and So-Jin Kang, “Can Ingroup Affirmation Relieve

Outgroup Derogation?” Journal of Experimental Social Psychology 44, no. 5 (2008):
1395-1401,d0i:10.1016/j.jesp.2008.06.001.
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are some things anyone can try to remember or remind people of when
fanboyism starts to get out of control: Games have benefits. They are
fun. They can teach. They can give you a sense of accomplishment and
competence. Games are often gateways to new skills, interests, and
accomplishments, such as learning how to code, how to write, and how
to create art. Video games often foster friendships and other important
social ties that make lives better. Building yourself up doesn’t mean that
you have to tear another person down. The people around you can be
different and they can even be from clearly different groups. But your
identity should not be a complete slave to what's printed on a sales
receipt.

However, thinking back about your history with video games and
how much they mattered to you can have many psychological benefits.
We will explore that more in the next chapter.

THINGS TO REMEMBER FROM THIS CHAPTER

e Commitment to a product or choice increases your evaluation of it,
relative to those who have made no such commitment. This is known
as “choice-supportive bias.” It also leads us to selectively perceive
and weight information to support our choice.

e This happens because of our bias to avoid cognitive dissonance be-
tween what we do and think.

e This crazy psychologist once bused a bunch of 11-year-old boys into
the Oklahoma wilderness and made them turn on each other.

* Self-categorization theory and social identity theory hold that we
form multiple identities based on group membership in order to
reduce uncertainty about how to behave or what to think. This re-
quires very little prompting.

* Possessions also help define our identity, especially high-commit-
ment ones like gaming that require a great deal of time and/or mon-
ey.

* When someone devalues a product we base one of our identities on,
we react poorly to that source of information.

e Humans don’t handle ambivalence well. That is, we find it hard to
maintain multiple opinions about different aspects of the same thing.
This leads us to pick a side. The backlash against feminist critiques of
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games and attitudes toward studies of video game violence are two
prominent examples of this.






4

WHY DO WE GET NOSTALGIC ABOUT
GOOD OLD GAMES?

“There is no greater sorrow / Than to recall a happy time / When
miserable.”
—Dante Alighieri, The Inferno

Remember Odysseus, the hero from the 2,800-year-old epic poem The
Odyssey? You were supposed to read it for class that one time, and you
totally should have. The story of that old Greek hero is more relevant
than you think to all those reboots of old gaming franchises like Duck-
Tales: Remastered, Killer Instinct, or the otherwise inexplicable Typing
of the Dead: Overkill. As University of Southampton researcher Tim
Wildschut notes in an article about the triggers and function of the
emotion, Odysseus’s ordeal is a good illustration of nostalgia as it was
originally conceived.! The word itself derives from the Greek words
nostos (“returning”) and algos (“suffering”). For 10 years after the fall of
Troy, Odysseus suffered a massive bout of nostalgia as he longed to
return to the way things were. It’s been a while since I read the story
myself, but from what I recall he wanted so badly to return to his wife,
Penelope, and all his favorite games from the 16-bit generation that he
turned down all kinds of offers from sexy sorceresses and a not very sexy
cyclops to do so. Eventually he made it home and got a much needed
mental pick-me-up by reconnecting with his home and by appreciating

1. Tim Wildschut et al., “Nostalgia: Content, Triggers, Functions,” Journal of Personality
and Social Psychology 91, no. 5 (2006), doi:10.1037/0022-3514.91.5.975.
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the way things were before he had to go off to war. Also he murdered
everyone in sight for eating all his snacks and hitting on his wife, so that
was probably therapeutic.

Much later, in the 1600s, Swiss physicians and fans of neologisms
coined the term “nostalgia” in reference to just this kind of homesick-
ness, minus the bit at the end about killing everyone. They saw the
condition as a literal mental illness caused by yearnings for past lives on
the part of Swiss mercenaries who were off fighting for foreign kings. It
was an idea that stuck, since even years later nostalgia was called “immi-
grant psychosis.” But although the Swiss physicians correctly put their
finger on nostalgia as a mental state, these proto-psychologists of the
day weren’t very good at figuring out the causes. For years they thought
nostalgia was caused by things such as little demons living in one’s head,
changes in atmospheric pressure, or the incessant clamor of cow bells.
This was, in fact, hardly ever the case.

Fortunately we've come a long way since then. Today, nostalgia is
generally defined as a sentimental longing for the past, especially in
reference to how things used to be better. It exists across every culture
and country where it has been examined, including Australia, Came-
roon, China, Ireland, Japan, Romania, and more.? And it’s not just the
province of old men sitting on porches and yelling at clouds. Nostalgia
has been measured in children as young as seven when they think back
on family vacations or particularly awesome birthday parties.?

And don’t think that those operating the marketing machines of the
world haven’t noticed. Appeals to nostalgia are everywhere and remain
of interest to both psychologists and advertising executives. Darth Vad-
er was used to sell the 2012 Volkswagen Passat, and a while back Nikon
released a new, high-tech DSLR camera that looked like something
you'd find sitting around in your parents” basement. Then there are
revivals of beloved (or at least fondly remembered) properties like My
Little Pony, Transformers, the Muppets, and Teenage Mutant Ninja
Turtles. Many of them have even been updated to older audiences,
retaining just enough of the old concepts to induce nostalgia (they're
turtle-like, they fight like ninjas) but made sufficiently gritty, dark, and
action-packed so as to appeal to adults.

2. Erica Hepper et al., “Pancultural Nostalgia: Prototypical Conceptions across Cultures,”
Emotion 14, no. 4 (2014), doi:10.1037/a0036790.
3. Ibid.
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Video games are no exception to this trend, and nostalgia is fre-
quently the active ingredient in the recipe for their success. At this
point the medium has been around long enough that it's not uncommon
to encounter people thinking back wistfully about the days of blowing
the dust off cartridge contacts, fiddling with HIMEM.SYS files, and
covering their 28.8K modem with a pillow so their parents didn’t hear
them calling a friend to play some DOOM deathmatch. Games like
2014’s Shovel Knight appeal to a retro look, and for every new gaming
franchise that comes along, it seems there are two others that are just
relaunches of old properties. The 2013 game The Legend of Zelda: A
Link between Worlds is a prime example of this. It was released as a
direct sequel to a 22-year-old game that’s universally considered a clas-
sic. Many parents today who are buying the game for their kids remem-
ber playing and loving what came before it. Like many other games in
the Zelda series, Link between Worlds repeats the basic plot structure,
items, protagonists, antagonists, and gameplay that we've been familiar
with for decades. Some even call the game crass in its blatant appeal to
Zelda nostalgia.

This begs a few questions, though. For example, just why do we get
so nostalgic about video games and other media from our childhood?
The good old days are certainly old at this point, but are they really still
good or are we looking at them through a rose-colored heads-up dis-
play? And even if we do tend to get all nostalgic, is that necessarily a
bad thing? Is it a valid reason to love a remake of a game or the revival
of an old franchise? Researchers in psychology and consumer behavior
have studied these questions, and what they've found suggests that
video games may have the potential to elicit more nostalgia than any
other medium.

THE BENEFITS OF NOSTALGIA

First, let’s consider the nature of the emotion in question. Nostalgia is
often experienced as bittersweet remembrance tinged with regret about
things lost to the passage of time. But immersing ourselves in nostalgic
experiences can have many benefits. The things we remember while
wallowing in nostalgia are generally positive: hanging out with friends,
fun or exciting vacations, important experiences that defined our char-
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acter. The positive and social nature of these experiences means they
fulfill important psychological roles.

Coping with stress and melancholy may be one of these roles. For
example, when researchers from the University of Southampton had
study participants think about meaningful memories and write what
kinds of experiences or states made them feel nostalgic, they found that
sadness was far and away the most frequently reported trigger.* In fact,
simply putting someone in a bad mood makes him more sensitive to
nostalgia-inducing stimuli and makes it easier to dredge up cherished
memories about how things used to be. Nostalgia seems to act as an
antidote to sadness and feelings of loss. It elevates our mood, and other
research has found that people who tend to get nostalgic tend to have
higher self-esteem, find it easier to trust others, and suffer less from
depression. After diving into nostalgic memories, people typically re-
port being in a better mood, feeling better about themselves, and report
having more self-esteem. And games like Link between Worlds grab our
hand and lead us right through these memories, since the game takes
pains to make sure we’re constantly noticing what’s there, what’s not
there, and how things are different.

So why does hearing the classic Zelda theme or catching a whiff of
something that smells like an old arcade bring us out of a funk and lift
our spirits when we have no way to recapture the original experience?
It’s not just about the place or the thing. On a basic level, thinking
about positive things elevates our mood. Recalling that you had fun
sitting on the couch with friends and playing a fighting game like Soul
Calibur will make you happy, just like thinking about warm puppy
noses will. But on a more complex level, the Soul Calibur experience is
different from the puppy noses one because recalling it makes us feel
stronger social connections. Tim Wildschut and Constantine Sedikides
published some research in the Journal of Personality and Social
Psychology where they asked people to describe their nostalgic memo-
ries. They found that the memories almost always involved stories of
interacting and bonding with friends, family, or lovers.> We tend to star
in our nostalgic memories, it seems, but we usually have a supporting
cast and go through some kind of redemptive arc where things start bad
but turn out good in the end.

4. Wildschut et al., “Nostalgia.”
5. Ibid.
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Psychologists, being the manipulative types that we are, have found
that it's easy to use this as a trigger to make people nostalgic. For
example, researcher Katherine Loveland and her colleagues published
a study in the Journal of Consumer Research that directly tested the
idea that nostalgia is related to social connections and that it can relieve
loneliness.® Working on the hypothesis that consumption of old, nostal-
gia-inducing products restores feelings of belongingness, the research-
ers manipulated participants’ need to belong to a social group by pre-
senting them with words related to belonging (e.g., “belong” or “togeth-
er”) as part of a supposedly nonconscious language-association task. As
I've noted before, this is a common technique used in psychological
studies called “priming” that is surprisingly effective, and the research-
ers verified that it worked through a subtly worded survey given right
after the word task. The researchers then measured subjects” prefer-
ence for contemporary versus vintage cookies, soup, crackers, cars, mo-
vies, television, and soap. Loveland and her colleagues found that mak-
ing people feel lonely made them prefer the vintage versions and letting
subjects tear open a package of cookies that were popular in their youth
and eat them actually decreased their feelings of loneliness.

This intertwining of social relationships and nostalgia has huge im-
plications for video games. You may reminisce about playing the origi-
nal Starcraft, but chances are you're most nostalgic thinking about
throwing down with friends in multiplayer games or bonding with them
over the shared experience of how you each managed the single-player
campaign. For us gamers, our most nostalgic memories probably re-
volve around sharing the hobby with others, making new friends
through gaming, and enjoying a good couch co-op experience.

Social connections aren’t the only important facet of nostalgia,
though. Much of its psychological weight results from how nostalgia
relates to our identity and maintains congruity between current and
past concept of ourselves. This is especially true when we think about
our role in cultural traditions and experiences during our formative
years. Morris Holbrook, a professor at Columbia University, and his
colleague Robert Schindler have studied this aspect of nostalgia exten-
sively. Holbrook believes that we have a critical period during which we

6. Katherine Loveland, Dirk Smeesters, and Naomi Mandel, “Still Preoccupied with
1995: The Need to Belong and Preference for Nostalgic Products,” Journal of Consumer
Research 37, no. 3 (2010), doi: 10.1086/653043.
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tend to form a strong liking for whatever things we encounter over and
over again. Not just media, but celebrities, clothing styles, automobile
designs, and food. It varies from person to person, but the peak time for
forming strong preferences is usually around 20 years old.”

It is experiences during these periods when we are crafting our
identities and finding out who we are that come to mind later in life
when we need a quick emotional boost or a reminder of what we have
to be proud of. This can be achieved by thinking back on holiday din-
ners or school functions, but for many of us we create continuity be-
tween our current and ideal selves by remembering the special land-
marks in the history of gaming that we were part of. Maybe you were
hardcore into Ultima Online or Everquest and thus can see yourself as
part of the birth of massively multiplayer games. Maybe you used to
read trailblazing gaming news sites like PlanetQuake or Stomped and
can feel like you helped support the burgeoning field of games journal-
ism. Maybe you're terrible at the latest Battlefield game, but how many
of those kids at the top of that game can say that they remember getting
the original Desert Combat mod for Battlefield 1942 to work? How
many of these kids even know what a mod is? In all cases, we enjoy a
mental pick-me-up by connecting our current selves to the big picture
through our accomplishments in the past. Some of Tim Wildschut’s
other research has shown that getting all nostalgic about our past selves
results in significant optimism for our future, for these exact reasons.*

THE PSYCHOLOGICAL WEIGHT OF HISTORY

Given that we like to feel good and celebrate our past choices, it’s not
surprising that nostalgia is so common. But there are other cognitive
quirks that make us love old stuff. Our history with a brand or object
has a heavy psychological weight such that we tend to value something
more once we own it. This is called the “endowment effect” and it’s
surprisingly easy to trigger.

7. Robert Schindler and Morris Holbrook, “Nostalgia for Early Experience as a Determi-
nant of Consumer Preferences,” Psychology and Marketing 20, no. 4 (2003), doi: 10.1002/
mar.10074. ) )

8. Wing-Yee Cheung et al., “Back to the Future: Nostalgia Increases Optimism,” Person-
ality and Social Psychology Bulletin 39, no. 11 (2013), doi: 10.1177/0146167213499187.
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Behavioral economist Dan Ariely provides a great demonstration of
the endowment effect through an experiment involving Duke Univer-
sity students and highly coveted tickets to basketball games.® When
Duke’s fervor over its basketball team outstrips the supply of stadium
seating, opportunities to buy tickets are given out according to a ran-
dom lottery. One season, Ariely contacted those who had won the right
to tickets from the lottery and asked how much it would cost to buy
them. Similarly, he contacted those students who had entered but lost
the lottery and asked them how much they’d be willing to pay for tickets
if he could find a seller. Same ticket, same game, the only difference
was that the person already owned the ticket or was seeking it out. On
average, those who had won the lottery demanded an amazing price of
$1,400, and those who did not have tickets offered to pay only an aver-
age of $170 to get them. It was a huge disparity, yet both sides probably
thought that they were being totally reasonable and that the other per-
son was crazy. This was the endowment effect in action. Other experi-
ments have found similar results when researchers gave people low-
value items, such as pens and coffee mugs. 1

There’s more to this phenomenon, though, because other research
has shown that the endowment effect is rooted in something deeper
that relates to nostalgia: that the object has significance. A few years ago
I got into photography and tried to come up with some cash to buy a
fancy new camera. After rooting around in my closet a bit, selling off my
old game video collection on eBay seemed like a good way to come up
with the cash. I listed a lot of games with minimum bids that had to be
met before I'd sell, but I priced a lot of other stuff cheap. That copy of
Freedom Force I never got around to playing went for $5. A spare copy
of Age of Empires 11 sold for just over $7. An unopened copy of Black &
White was the big winner, fetching almost $25 for some reason I don’t
understand, since I had skipped playing it.

But some games I found myself unable to list with a rock-bottom,
minimum bid and thus didn’t get any interested buyers. One was 1999’s
Command and Conquer: Tiberian Sun. I priced it too high and got
absolutely no interested buyers. Just like the people who wanted $1,400

9. Dan Ariely, “Paying More for Less,” in The Upside of Irrationality: The Unexpected
Benefits of Defying Logic at Work and at Home. (New York: Harper, 2010).

10. Daniel Kahneman, Jack L. Knetsch, and Richard H. Thaler, “Experimental Tests of
the Endowment Effect and the Coase Theorem,” Journal of Political Economy 98, no. 6
(1990), doi: 10.1086/261737.
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for a ticket to one college basketball game, I wanted no less than $30 for
my copy of this mostly unremarkable strategy game from the previous
century. I now realize that this title had special meaning to me: It was
the first game that I was paid to review for the gaming news site Ga-
meSpy.com. More than that, that game review eventually led to my
moving out to California in early 2000 to work full-time for GameSpy
and start one of the best times I've had in my life to date. That beat-up
copy of a Command and Conquer game with bits of FedEx label still on
it evoked enormous nostalgia for me. It reminded me of a time in my
life when I was able to take a huge risk that resulted in meeting people
with whom I'm still friends today and feeling like an integral part of the
historic dot-com boom of the early 2000s. It was valuable to me as a
vessel of nostalgia, but not to anybody else.

This is because the endowment effect and our sense of nostalgia
really get ramped up the more personally significant an item is to some-
one. This shouldn’t be shocking, because we're all familiar with the
concept of “sentimental value.” What's really amazing is that not only
can that meaning be invoked by simple ownership, but it can also be
elicited simply by knowing that an item has a history—any history. You
don’t even have to be a part of its story. This is the principle upon which
the philanthropic project SignificantObjects.com is founded.

The team at Significant Objects buys junk from the flea markets,
thrift shops, and garage sales of the world and then has professional
writers make up elaborate and interesting faux histories for those ob-
jects. These fake histories are then incorporated into eBay auctions. But
here’s the catch, or rather the lack of a catch: The eBay bidders are in
on the act because the Significant Objects team makes it perfectly clear
that the stories paired with these objects are fictional and in no way
true. Still, the results are amazing. A fork bought at a thrift store for 50
cents sells for $26.01 because the seller featured it in a story about
someone’s dead wife. A snow globe containing a miniature Utah land-
scape cost 99 cents but sells for $59.00 just because the seller wrote
about how he stole it from his grandfather’s hidden stash of treasures. A
felt monkey puppet that cost $2.99 new sells used for $47.20 because
the author claimed that it had not only been owned by novelist Franz
Kafka but had been the inspiration for a never-released novel, Meta-
morphosis I1: Monkey Puppet. Framing an object in terms of its elab-
orate, personal, and sometimes ludicrous history makes the buyers per-
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ceive it as having more significance and meaning. And lest you become
too indignant about such manipulation, know that the Significant Ob-
jects project donates some of its earnings to charity.

This idea of objects having an essence or nature that makes them
unique has been studied by other researchers. Yale University’s Paul
Bloom and his fellow researcher from the University of Bristol, Bruce
Hood, wanted to see if invoking an item’s history could make it more
valuable.!! Capitalizing on a recent visit by the Queen of England, the
researchers showed a bunch of six-year-old children spoons and cups
that had supposedly belonged to the queen. They then placed the items
in a mock “duplicating machine” that would supposedly make copies of
the items. The machine consisted of a pair of boxes with hidden doors
in the back through which one could slip an item’s twin in order to trick
the kids into thinking that the original item had been duplicated. You
may think that this is selling the average six-year-old’s intelligence a bit
short, but Bloom makes a good point:

When we showed this machine to children, none thought it was a
trick. This fits with other research that finds that children are per-
fectly credulous about unusual machines. There is no reason why
they should be skeptical. They live in a world with giant flying canis-
ters, metal-cutting laser beams, talking computers, and so on. And
we already have a rudimentary two-dimensional duplicating ma-
chines—you can take a piece of paper with Michael Jordon’s auto-
graph on it, put it in a photocopy machine, press the button, and end
up with something indistinguishable from the original. What is so
strange about a three-dimensional version of this?!2

Indeed, one could actually imagine doing this study using scanners and
3D printers without resorting to trickery. We live in the future, people.
Let’s start acting like it and use our technology to more thoroughly
deceive our children in the name of science.

The supposed copying complete, the researchers then had children
assign values to both the original and to the duplicate items. Not sur-
prisingly, the children prized the original items much more highly be-
cause they had a history with the queen. It was a history seen as non-

11. Paul Bloom, “Irreplaceable,” in How Pleasure Works: The New Science of Why We
Like What We Like (New York: W. W. Norton, 2010), 91-115.
12. 1Ibid., 109.
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transferable to copies. To see if the same effect would happen when it
was one’s own history that went with the object, Bloom and Hood
conducted a follow-up study where they offered to duplicate kids™ se-
curity objects, such as blankets or stuffed animals that some kids will
never sleep without. Most of the children exhibited a strong (and in all
likelihood appropriate) distrust of the researchers and did not allow
their special objects to be subjected to such shenanigans. But for those
that did, the researchers offered to let them take home either the origi-
nal or the copy. Almost all of them chose to keep the original.

This sense of history endows our video games with great value, both
personal and monetary. Sometimes it’s the original object that we get
attached to, as in my refusal to sell that copy of Tiberian Sun and other
games that were personally important to me. But to the extent that
marketers and game developers can evoke the history of those special
objects when trying to get us to make purchases, the association will
work in their favor. A newcomer to the Legend of Zelda series may
think that the latest entry is okay, but someone who bonded with a
middle school friend one summer while playing the original 1987 game
on the Nintendo Entertainment System will have much more of his ego
invested in being a fan of Zelda—and possibly Nintendo in general.
This is one of the reasons why nostalgia is such a powerful force in video
games and in the minds of fanboys and fangirls, which should make you
think of the lessons from last chapter.

ROSE-TINTED HEADS-UP DISPLAYS

The fact that we feel nostalgia for some games specifically to make us
feel better and the fact that the endowment effect warps our percep-
tions of value suggests that our memories may not always be accurate.
We may, in fact, be unconsciously biased toward remembering things
that make us happy and against remembering the things that don’t. This
is the “rose-tinted glasses” phenomenon. Was using graph paper to
make our own maps in The Bard’s Tale really fun? Was manually enter-
ing IP addresses to connect to vanilla deathmatch games of Quake more
of a pain than we remember? And holy cow, was Mega Man always this
hard? It turns out that we humans have a remarkable propensity to-
wards fooling ourselves. As I described in chapter 3 on fanboys and
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fangirls, we generally require less information to confirm beliefs when
they are consistent with our desired state of mind, and a substantial
body of research has shown that we are predisposed to remember more
of the good things in life. Instead of rose-tinted glasses, gamers may
view their hobby through a rose-tinted heads-up display.

Take the “fading affect bias,” for example. That term describes a
wrinkle in memory’s landscape that makes the emotional footprints of
positive memories fade more slowly than those of negative ones. Se-
verely traumatic events aside, we're better at remembering positive
memories of the everyday sort than negative ones. This and similar
phenomena have been studied under many names: dissonance reduc-
tion, self-deception, ego defense, positive illusion, emotion-based cop-
ing, self-affirmation, self-serving attribution, and subjective optimiza-
tion.!3 They all show that for all the platitudes about finding silver
linings, what we're really good at is ignoring the clouds altogether.

And overall, that’s adaptive for our species. It’s kind of a psychologi-
cal immune system to protect us when things turn out to be suboptimal
so that we're willing to take chances and make decisions. But it also
leads to nostalgic memories of how great things used to be—memories
that could be disproved through the simple application of time travel, if
you were so disposed. Psychologists Daniel Gilbert and Jane Ebert did
a study where they had students in a photography class process and
make prints of their two favorite pictures.!* The experimenters then
told the students that they had to pick one of the two prints to take
home, and one to ship off across the ocean in five days along with the
film negative. But some students were told that once they made their
choice, it was irrevocable; others were told they'd have five days to
change their minds. When, nine days later, the researchers asked both
sets of students how much they liked the picture they had chosen to
walk away with, the ones who were immediately locked into their
choices said they liked their photos significantly more than those who
were given the opportunity to change their minds. Members of the
locked-in group tended to be happier with their photo and enjoyed it

13.  David McRaney, “The Self-Enhancement Bias,” in You Are Now Less Dumb: How to
Conquer Mob Mentality, How to Buy Happiness, and All the Other Ways to Outsmart
Yourself (New York: Gotham, 2013), 249-74.

14. Daniel Gilbert and Jane E. J. Ebert, “Decisions and Revisions: The Affective Fore-
casting of Changeable Outcomes,” Journal of Personality and Social Psychology 82, no. 4
(2002), doi: 10.1037/0022-3514.82.4.503.
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more. This is the psychological immune system kicking in: You can’t
change your choice or your past, so whether you're aware of it or not
you slip on rose-tinted glasses to change your attitude and memories to
match what has happened. Nostalgia could often be a by-product of the
same system.

Or overly optimistic nostalgia could all be a case of bad mental aim.
Some researchers claim that vividly remembered events seem so great
relative to the humdrum of the present because simply remembering
something feels good. In one study, researchers Jason Leboe and Tama-
ra Ansons showed that people tend to have an “ah-ha!” moment when
experiencing easy recall of information, and a quirk of the brain makes
that kind of moment innately pleasurable.!> Just think about how good
it feels to have something on the tip of your tongue for a few, fumbling
moments and then finally remember it. Feels good, right? What we
tend to do, the researchers argued, is mistakenly attribute the pleasure
not to the easy recall of the experience, but to the experience itself,
which is much more salient in our minds. Some stand-out experiences
obviously were pleasurable, but this kink in the human brain biases us
toward erroneously remembering such events as more positive than
they really were, just because they were easy to remember.

In the end, though, the rose-colored display phenomenon may be
beside the point, even if it is true. This is because it’s an adaptive system
that leads to good mental health for most people. Usually when you're
in the middle of a largely positive experience, all of the annoying little
quirks and frustrating things about that experience are noticeable. But
as that experience fades into memory, we forget about the minor annoy-
ances and more vividly remember the positive stuff. This is good and
fine, since nostalgia’s function is to make us feel better and happier with
ourselves. If willful ignorance is self-imposed bliss, it’s still bliss of a
sort, and that’s okay.

15. Jason Leboe and Tamara Ansons, “On Misattributing Good Remembering to a Happy
Past: An Investigation into the Cognitive Roots of Nostalgia,” Emotion 6, no. 4 (2006), doi:
10.1037/1528-3542.6.4.596.
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NOSTALGIA AND GAMES: A PERFECT MATCH

Everything described so far in this chapter speaks to several reasons
why the video games of today and tomorrow have the potential to elicit
more nostalgia than any other medium in history—more than televi-
sion, more than movies, more than music. Chief among these reasons is
that video games are inherently social and are becoming more so every
year. Early video games may have been experiences that we shared
through gleeful shouting on the playground or chatting around the of-
fice coffee pot in much the same way experiences with movies or televi-
sion shows were shared. But as we will explore in the next chapter,
almost every new game that will come out this year will feature me-
chanics or tools that encourage players to share, compete, communi-
cate, help, and socialize. More and more games feature leaderboards,
cooperative play modes, chat, matchmaking, friends lists, competitive
play modes, rankings, guilds, achievement lists, online streaming tools
like Twitch.tv, level creation tools, and support for editing and sharing
gameplay videos. These are all features that either create new social
relationships in video games or allow us to strengthen existing relation-
ships through easy sharing of experiences. If, as we have seen, nostalgia
is most likely in the context of social relationships, today’s video games
are perfect for laying the foundations of tomorrow’s nostalgia.

Video games are also marketed to those in the perfect demographic
for nostalgia to take root. The average age of gamers is definitely rising,
but according to a 2014 study by the Entertainment Software Associa-
tion, about 29 percent of gamers are under 18, and another large chunk
are in their early 20s.16 And let’s be honest: Nintendo has its staples of
childhood, such as Zelda, Mario, and Kirby, but many other successful
video games are targeted at people around this age. People are going to
be incredibly nostalgic about Minecraft in a few decades. Today’s young
gamers are spending real amounts of time on games during the most
formative years of their lives, and those are memories that they will look
to in the future when they need to bridge a sense of identity between
their past and present.

16. Entertainment Software Association, 2014 Essential Facts about the Computer and
Video  Game Industry, 2014, http://www.theesa.com/wp-content/uploads/2014/10/
ESA_EF_2014.pdf.
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And that’s another reason why modern games and nostalgia are a
perfect match: We spend an incredible amount of time with games.
Watching a movie may only take 90 minutes, and television shows may
only take a dozen or so hours across the span of a season. But we sit
down and spend 10, 20, or 30 hours with a typical game, and in the case
of massively multiplayer games or online competitive games like Call of
Duty or Dota 2, we may invest hundreds of our hours in those experi-
ences. As of this writing, I have over 600 hours invested in the online
shooter Team Fortress 2, and I know some people who have played
thousands of hours. We create narratives with these games. We create
histories with them. They become part of our own identity. And as
we've seen, history has a huge psychological weight when we consider
how much we value something.

Keep all this in mind when, not too long from now, someone tries to
use your favorite game of today to sell you some product in the future.
Video games will someday boost more moods and sell more arthritis
cream and fiber supplements than anything else in history.

THINGS TO REMEMBER FROM THIS CHAPTER

* Nostalgia is an emotion and can be manipulated like other emotions.
It's generally defined as a sentimental longing for the past, especially
in reference to how things used to be better.

* Nostalgia has the benefit of helping deal with melancholy and sad-
ness.

* Nostalgic memories almost always involve people—usually loved
ones. It’s a very social emotion. Feeling nostalgia put us in the mood
to maintain social relationships or create new ones.

e It can also make us feel better by reminding us of who we were in
our best moments from the past.

* Anitem’s history has heaps of psychological weight. People overvalue
what they own relative to people who want to buy the same thing.
This is called the “endowment effect.”

* The endowment effect is stronger when the history of the item is
interesting or personally significant. It need not even necessarily in-
volve us.
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e Children are insanely gullible. We should take advantage of this
more.

* The “rose-tinted glasses” phenomenon is real. We tend to ignore the
faults in products or situations when feeling nostalgic about them and
play up the good things. The “fading affect bias” is one example of
this.
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HOW DO GAMES GET US TO KEEP SCORE
AND COMPETE?

“Everything is number.”
—Pythagoras, Greek philosopher and mathematician

Growing up, I was an arcade rat. I mean the kind of arcade where the
games were coin-operated, the lights were dim, and in hindsight I sus-
pect that the attendant was selling something besides tokens out of the
back office. T practically lived at the Aladdin’s Castle that was within
walking distance of my home, so games like Burger Time, Ms. Pac-Man,
and Galaga elicit their own kind of nostalgia in me. I wrote in the last
chapter about how nostalgia usually centers around shared social expe-
riences, and one thing I recall fondly is entering my initials into an
arcade game’s high-score list after beating my friend’s score. But it was
also agonizing to see my initials fall off the bottom of the list, replaced
by smug strings of characters representing friends who had fired back
by accruing just a few points more. Friendly rivalries led me to feed
coin after coin into machines just so I could stay at the top of the list—
or at least above my friends. The proof of my superior skill would be
right there on the screen, at least until the arcade attendant unplugged
the cabinet at the end of the night.

This scenario from my childhood is a small version of what was writ
large in the 2007 independent film King of Kong. That movie tells the
story of Steve Wiebe, an underemployed engineer making ends meet as
a school teacher. Weibe gets the wild idea to beat the world record for
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high score on Donkey Kong, a Nintendo arcade game where an early
iteration of Mario (then called “Jump Man”) tries to rescue a Princess
Peach prototype (“Pauline”) while avoiding obstacles thrown by the
eponymous gorilla. Wiebe’s rival for the high score is Billy Mitchell, a
somewhat flamboyant character who has parlayed his fame as the hold-
er of several arcade high-score records into a career selling homemade
hot sauces. After setting up an old Donkey Kong machine in his garage,
Wiebe begins to practice obsessively in order to beat Mitchell’s high
score of 874,300 points. Along the way there is drama, obsession, and
cries of foul play. The two players are clearly fixated on besting each
other, and each does amazing things to grasp at the title of Donkey
Kong high-score champion. The film often makes use of the VHS video
footage Weibe captures to provide evidence for his scores, and one
memorable scene shows his young daughter asking for help with going
to the bathroom. Wiebe, who is in the middle of a promising high-score
attempt, begs her to just hold it for a few minutes more. If you want to
find out if Weibe prevails in his high-score chase, I recommend watch-
ing the movie. It’s pretty good.

Games have evolved greatly since the coin-op days of Donkey Kong,
but the concept of comparing our performance against others has re-
mained, and we all have a little Steve Wiebe or Billy “The Hot Sauce
King” Mitchell in us. Today, however, online leaderboards have re-
placed high-score tables, and we can make even more detailed compari-
sons via achievements, badges, or trophies. And as games have evolved
to match our social nature, the prominence and frequency of such com-
parisons have grown. Everything we do is compared to or related to
other players. Pure numbers, be they a high score from the arcade-
inspired game Geometry Wars or a kill/death ratio from a multiplayer
match of a first-person shooter like Battlefield, have limited meaning to
us on their own. Instead, their true value comes from how they relate to
the numbers other people have. And even then, not all comparisons are
equal. It matters against whom you compare yourself. It’s rare to gnash
our teeth in frustration when we watch YouTube or Twitch.tv videos of
high-level play in Street Fighter tournaments or insane Spelunky speed
runs because we realize that those people are operating on another
level of play. And we can pretty easily shrug off any feelings of inade-
quacy in a massively multiplayer game if we see that the powerful
equipment someone got came from playing for a ridiculous number of
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hours or just getting lucky. (We may still feel jealous, but that’s a topic
for a later chapter.)

Why do some social comparisons drive us to try harder or invest
more in a game than others? And how can we recognize when game
designers have engineered their games to capitalize on these aspects of
our psychology in order to keep us coming back for one more try or to
get us to make in-game purchases that give us an edge against the
competition? Tricks of the trade include presenting you with different
comparison targets, moving the goalposts on you, and making you think
you know more about the game than you do. Let’s take a closer look.

WHAT FRIENDS ARE REALLY FOR

First, it's whom you’re comparing yourself against that matters the
most. One of the first researchers to explore this concept was legendary
social psychologist Leon Festinger. He was interested in building on
earlier research on group interactions, and in 1954 Festinger published
an influential article called “A Theory of Social Comparison Process-
es.”! The article, which goes a long way to explaining the appeal of
today’s gaming leaderboards, formalized the idea that we generally de-
sire accurate information about our abilities. But even when we have
hard data about how well we're doing in a tennis game, a class, or our
career, the information is usually of limited meaning without appropri-
ate context. In such cases, Festinger argued, we invariably turn to com-
paring ourselves with other people. Do I have more points than my
opponent? How many people are getting an “A” in this class? Am I
making as much money as Karen, who just started here six months ago?
These are all important questions, because Karen seems to spend all
her time playing Clash of Clans on her phone instead of actually work-
ing. Furthermore, Festinger argued that we prefer to make those social
comparisons with people who are similar to us.

Festinger’s article was a good start, and later research confirmed
most of his theory. The only part he was a little vague on was what
exactly “similar to us” meant. Was it in terms of ability? Other charac-
teristics? Demographics? Subsequent research has supported what has

1. Leon Festinger, “A Theory of Social Comparison Processes,” Human Relations 7, no. 2
(1954): 117-40, doi:10.1177/001872675400700202.
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become known as “the related-attribution hypothesis.”? Essentially, we
prefer to compare our performance against the performance of people
we know something about in terms of characteristics related to the task.
For example, if T wanted to know if my kill/death ratio in Call of Duty is
acceptable, I feel better off comparing myself against someone my age,
since players in the throes of youth tend to have quicker reflexes. I also
don’t want to compare myself to someone playing the game on a com-
puter with the use of a mouse and keyboard, since precision aiming
with a mouse is easier than with my Xbox controller. One study, for
example, showed that people tended to consider another person’s hand
size when guessing if they could match their performance on a test of
grip strength.? Another found that subjects in a group of nine who
completed a task sought out comparisons with people who they knew
had practiced the same amount as they had.* This is one reason why we
don’t see much point in comparing our accomplishments in a game to
those of people who do nothing but play it all day long. Your having
awesome armor in Diablo or owning a massive, sprawling estate in
Farmuille is great, but I feel less inadequate if I know you played 23
hours a day for a month to get them.

The leaderboards, achievements, scores, and replays built into mod-
ern games provide a great context in which to apply social comparison
theory and the way that developers can use it to keep you playing.
Leaderboards that rank players according to scores represent the evolu-
tion of entering initials into high-score lists in coin-operated games, but
they are of limited effectiveness unless they let you compare your
scores to those of your friends instead of just to those of strangers. Pick
up any game on your mobile phone, for example, and find the global
rankings. Chances are you'll see a group of strangers perching at the top
of the list like gods peering down at mere mortals from the absurd
height of Mount Olympus. Does that motivate you to get better at the

2. George Goethals and John Darley, “Social Comparison Theory: An Attributional Ap-
proach,” in Social Comparison Processes: Theoretical and Empirical Perspectives, eds. Jerry
Suls and Richard Miller (Washington, D.C.: Hemisphere, 1977), 259-78, doi: 10.4324/
9781410615749.

3. René Martin, Jerry Suls, and Ladd Wheeler, “Ability Evaluation by Proxy: Role of
Maximal Performance and Related Attributes in Social Comparison,” Journal of Personality
and Social Psychology 82, no. 5 (2002), doi:10.1037//0022-3514.82.5.781.

4. Ladd Wheeler, Richard Koestner, and Robert E. Driver, “Related Attributes in the
Choice of Comparison Others: It's There, but It Isn’t All There Is,” Journal of Experimental
Social Psychology 18, no. 6 (1982) doi:10.1016/0022-1031(82)90068-3.
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game, to keep playing, or to drop some money on an in-game purchase
to improve your score? Probably not. But take a look at what smart
games like Candy Crush Saga do: When you play a level, it shows you
not the scores of haughty gods on global leaderboards, but the scores of
your much more down-to-earth friends and colleagues. Hey, just 200
more points and you can beat Dave on this level. Dave is a jerk. We
hate him almost as much as that slacker Karen. Does anyone actually do
work in this office? The car racing series Forza Motorsport does some-
thing similar with its rivals system, which alerts you to the next person
on your friends list whose time you're about to beat in a given race. The
people on your Candy Crush Saga and Forza leaderboards are probably
people you know, and, let’s be honest, they’re people whose lives you
compare your own life to all the time. These systems also work because,
in line with Festinger’s social comparison theory, we tend to aspire
upward and have a bias toward comparing ourselves to the person di-
rectly above us in the rankings as opposed to the person below us or
even the person at the top.5 This is why clever game developers will
make use of friends lists to provide good reference points for our per-
formance.

Another good example of a game that brings this all together is
Trials Evolution. This side-scrolling, motorcycle-driving game is both
very difficult and has a heavy emphasis on how quickly you complete
each of its obstacle-laden racetracks. The left and right triggers on your
controller map to the bike’s throttle and brakes, but the real trick is
mastering the game’s simulated physics by using your left-thumb stick
to control how far your little dude leans forward or back on the bike.
This, along with your momentum and how much gas you give it, will
determine if you crash and how quickly you zip through the track.
Among the several things that the game’s developer, RedLynx, really
nails with Trials Evolution is the social competition aspect. The game is
replete with leaderboards and indications of how well you're competing
against others. And though there are global leaderboards available if
you want to dig for them, RedLynx seems to be aware that it's more
meaningful to compete against our friends and other people we know,
because the default leaderboards compare us to people on our Xbox
Live friends list by default. Trials Frontier, a mobile entry in the fran-

5. Ladd Wheeler, “Motivation as a Determinant of Upward Comparison,” Journal of
Experimental Social Psychology 1 (1966), doi:10.1016/0022-1031(66)90062-X.
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chise, does the same thing with either Apple’s Game Center or An-
droid’s Google Play Games app.

But you don’t even have to wait until the finish line in Trials Evolu-
tion to compare your performance. Each time you run a track, the game
shows you where your friends were on their best run by moving a little
dot with their gamer tag attached along the track with you. It's amazing-
ly effective—much more so than showing you a dot belonging to
“xxXTrialzd00d42Xxx,” the world record holder for that track, because
he’d simply shoot off past the right edge of your screen and not offer
any kind of meaningful comparison. But I personally know my sister,
my co-worker, that guy I went to school with, and other people on my
friends list. They provide much better reference points because I know
how I compare to them in other important ways. It's invaluable to see
the little dot representing their progress through a track get hung up
over and over again on the same obstacle that’s vexing me. Likewise, it’s
also useful to see when they don’t get hung up, since I know that if they
can get past a certain tricky part, so can I. As a result, I noticed that I
was much more likely to try to shave off a few seconds and creep up a
notch on the leaderboards when it was a shorter list of people important
to me.

Even in the absence of specific friends to compare ourselves to,
game designers could do more of this to keep us motivated—obsessed,
even—with chasing high scores and rankings. They could tell you what
percentile you are in among people your age, or among people who also
like to play support classes, such as medic; or among people who have
played more than (or less than) 50 hours of the game in the last month;
or among people who prefer the sniper rifle. As we saw in chapter 3 on
fanboys, it doesn’t take much to make us feel like we’re part of a group
and to thus trigger more meaningful comparisons. Even presenting
some quick biographical information (“xXSoulKillaXx” lives in your
country, is age 30 to 35, and works in the hospitality industry”) could
make comparisons to someone more motivating than nothing at all.
These demographic data are usually in the system, and simply throwing
a metric like this up on a loading screen or while waiting to respawn
after getting killed can motivate us to play just one more match or make
one more run at a course instead of turning off the machine or going to

bed.
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BIG FISH, LITTLE POND

The second thing game designers often do to make you feel more
pleased with yourself and your performance is to make you feel like
what is often called a “big fish in a small pond.” Or sometimes research-
ers speak about frogs and frog ponds, presumably because the metric
system uses frogs. Either way, the phenomenon happens naturally
when you provide a small set of familiar comparison targets from a
friends list, as described above, but it can also work with strangers and
abstract groupings. This has more to do more with how data are pre-
sented than whom the data describe. People who are ranked near the
top of a badly performing group tend to feel better about themselves
than those ranked near the bottom of a well-performing group. This is
true even though your performance in the group you're at the top of is
lower than anyone in the other group. Like feeling good about being
the most valued player on the losing team, sometimes all it takes to
make you feel like the smartest person in the room is to step into a
closet full of idiots.

In fact, this “big fish, little pond effect” has been studied extensively
in education, where it has been found to hold true in schools of all
levels across 40 different countries. Its importance is huge, because
simply looking at your performance in the context of a smaller group
tends to override any comparisons you may make with the world at
large. Yet this quirk of psychology has its dangers, too. Many of us may
be familiar with a particularly illustrative example of a big fish made
small: the valedictorian of a small high school, who is literally the smart-
est person in her class and thus gets into a competitive university. But
when she gets there, she finds that for the first time in her life she is
among intellectual equals and some people who are even smarter than
she is. She can’t keep up with the other talented students and feels
stupid as a result. She may get discouraged and drop out or change to
an easier major in the face of unprecedented feelings of mediocrity.
Despite the fact that she’s just as smart and hard-working as she ever

6. Herbert Marsh and Kit-Tai Hau, “Big-Fish-Little-Pond Effect on Academic Self-Con-
cept: A Cross-Cultural (26-Country) Test of the Negative Effects of Academically Selective
Schools,” American Psychologist 58, no. 5 (2003), doi: 10.1037/0003-066X.58.5.364.
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was, this former valedictorian was happier when that meant she was at
the top of a small group instead of the middle of a large one.”

Ethan Zell and his colleagues Mark Alicke and Dorian Bloom at
Ohio University provided additional proof of this anecdote in a study
where they split groups of 10 college students into 2 teams of 5 people
each.® The researchers then kept both teams in the same room and
asked everyone to watch a series of videotaped statements. Some of the
videos were of liars, they were told, and some were not. The liars and
the honest speakers weren't identified, of course; it would be the sub-
jects’ job to tell them apart. Then, because psychologists are pathologi-
cal liars themselves, the researchers’ subjects were given bogus feed-
back about their performance in this task, indicating that they were
ranked fifth out of the 10 people in the room. So they knew their rank,
but only as it related to all 10 participants and not to their own five-
person team. Students in one experimental condition, however, were
given the additional information that they were the worst-performing
member on their particular team of five. The researchers found that
relative to the people who were just told they were “fifth out of 10" and
given no feedback about their ranking in their own group, subjects had
lower self-esteem when they knew they were ranked fifth in their 5-
person team. This despite the fact that people in both groups were
rated fifth out of 10 overall. The study showed that when people rate
themselves, they think about how good they are in small groups, and
they can easily be made to neglect considering how well they have done
overall. The converse is also true: Even if your group is terrible, you can
feel kind of good about being at the top of it. And more importantly,
you can more easily be motivated to keep trying until you get to the top,
even if the group sizes are arbitrary.

We can see, therefore, how games that provide comparisons to our
friends naturally benefit from the big fish, little pond effect. You're
ranked as the 6,458th best player out of 11,0927 That’s not as interest-
ing as knowing that you're 12th out of the 45 people on your Game
Center friends list, nor is it as likely to get you to keep playing the game

7. For a detailed discussion of the little fish, big pond effect in the context of academics,
see Malcom Gladwell, David and Goliath: Underdogs, Misfits, and the Art of Battling Giants
(New York: Little, Brown, 2013).

8. Ethan Zell and Mark Alicke, “The Local Dominance Effect in Self-Evaluation: Evi-
dence and Explanations,” Personality and Social Psychology Review 14, no. 4 (2010),
doi:10.1177/1088868310366144.
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until your rank improves. Even better would be games that let you
specity levels of closeness with others to broaden your base for compar-
ison. Tracking close personal friends or sibling rivalries separately from
the people you vaguely know from a message board would really help to
arouse your competitive spirit.

But smart developers take this even further by enabling you to dice
up the data yourself and establish the comparison groups that are im-
portant to you. Instead of global rankings, they could show how you
compare to people in your country, your town, or even your neighbor-
hood. And mobile games could make use of GPS information to show
you how you rank against the people who visited your location within
the last month, so that you can get an idea of your standing among your
schoolmates or co-workers. They don’t even have to be friends; just
giving us a smaller group to feel a part of will trigger the big fish, little
pond effect and motivate us to keep playing so that we can gobble up
the competition and be the biggest in our pond. Clever developers can
also change the size of the pond and the fish by changing what data are
presented to us. Forget always looking at total score or number of
matches won. Games could make us feel special simply by pointing out
accomplishments that we have in common with the cream of the crop.
Getting a notification along the lines of, “You've scored 1,000 head-
shots— something only 10 percent of other players have done,” would
go a long way toward making us feel like we're part of the upper eche-
lon.

But what happens when you get to the top of your group? Or, worse,
what happens when you're in danger of sinking to the bottom? Well,
then it gets a little more complicated. Let’s look at the story of one
singularly unimpressed athlete to see how upward and downward com-
parisons matter more than you may think.

LAST AND FIRST AND SECOND

McKayla Moroney is a better gymnast than you, anyone you've ever
known, or anyone you could ever name without a Google search. Even
then it would be debatable. At just 16 years of age, she and her team-
mates on the USA women’s gymnastics team won gold medals in the
2012 Summer Olympics. But despite all her accomplishments, Maron-
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ey is best known to many people as that girl who was disappointed with
winning second place. In the first of her final two runs in the 2012
Olympics vault competition, Moroney lined herself up and glared at the
vault horse like she was going to murder its face off. She then exploded
down the runway and executed an impressive maneuver that looked to
me like it would involve hitting the A button, then the left trigger
button, then rotating the analog stick back in a quarter circle with
perfect timing. On her second run at the vault, though, it looks like she
hit the B button instead, because her altitude was off and she fell on her
backside with a graceless thump.

That fall and the deduction in points that came with it ruined Mar-
oney’s chance at the gold medal. She got silver. The “McKayla Moroney
is not impressed” meme that swept the Internet starting in 2012 had its
origin in the Olympic medals ceremony where Maroney briefly smirked
as if to express her disappointment with second place. Jokers on the
Internet soon started Photoshopping the image of a disappointed Mar-
oney everywhere to illustrate how various things were as unimpressive
as coming in second place in the Summer Olympics: the Eiffel Tower,
the Sistine Chapel, an exquisitely tiny horse, whatever. To her credit,
the normally cheerful Maroney owned the meme and even posed with
President Obama as they made the famous face together.

Still, the “McKayla is not impressed” meme is emblematic of a
strange thing about human psychology in the context of competition:
not all rungs on a tournament ladder are equally spaced. This leads to
what seems like a crazy question: Would Maroney have been happier
with the bronze medal instead of the silver? Some research actually
suggests she might have been, at least while she was up on the awards’
stage. Cornell University’s Vicki Medvec, Scott Madey, and Tom Gilo-
vich did a study where they had trained raters watch video tapes of the
1992 Summer Olympics.? The raters scrutinized the facial expressions
of Olympic winners, both at the conclusion of their performances and at
the medals ceremony. They found that bronze medal winners looked
much happier than silver winners. Because, the researchers hypothe-
size, the bronze medalists tended to compare themselves downward
when thinking “what if . . . ,” but the silver medalists made upwards

9. Victoria Husted Medvec, Scott Madey, and Thomas Gilovich, “When Less Is More:
Counterfactual Thinking and Satisfaction among Olympic Medalists,” Journal of Personality
and Social Psychology 69, no. 4 (1995), doi:10.1037/0022-3514.69.4.603.
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comparisons. The bronze winners were thinking about how close they
were to getting no medal at all, but the silver winners were thinking
about how close they were to being the best of the best. If they could
have had just one more chance to hit “Load Save Game” on some menu
and try just one more time, they would have been much more likely to
do so than a bronze winner.

Other researchers, including Stephen Garcia from the University of
Michigan, have replicated this idea that the difference between first
and second is bigger than anything, except maybe the distance between
last place and second to last. ! He also found that these goalposts can be
moved to manipulate our interest in competition versus cooperation.
Garcia and his colleagues hypothesized that people were more likely to
act competitively (or at least refuse to act cooperatively) the closer they
and a rival were to a meaningful standard—being ranked number two
and number three out of a group, say. To test this hunch, they had
subjects pretend to be company executives or poker players deciding
whether they should compete or cooperate with rivals. The scenarios
were structured so that cooperation with would-be opponents max-
imized total financial payoffs, but it would also benefit the rivals enough
that subjects would be surpassed in the rankings. For example, in one
study subjects were asked to role-play the part of a CEO for a company
on the coveted Fortune 500 list. They were then told that they had a
choice to enter into a joint venture with a rival company. Doing so
would grow their profits by 10 percent, but it would also increase the
rival company’s profits by 25 percent. What’s more, it would also move
the rival to a higher spot on the Fortune 500 list than the subjects’
company. Garcia found that people were often too competitive to coop-
erate if doing so meant sliding from first position to second—despite
the fact that they ended up with less money as a result of hanging on to
first place. Conversely, subjects would generally be happy to cooperate
if it was only a matter of going from being 202nd to 203rd. But the
researchers also found the effect present when it was a competition to
stay out of last place.

Like the subjects in these studies, gamers tend to place a high value
on rankings. If you're the top-ranked member of our guild in player-

10.  Stephen Garcia, Avishalom Tor, and Richard Gonzalez, “Ranks and Rivals: A Theory
of Competition,” Personality & Social Psychology Bulletin 32, no. 7 (2006), doi:10.1177/
0146167206287640.
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versus-player competition, for example, you're generally less likely to
sacrifice resources or time to help out guildmates if it means being
dislodged from the top spot. This has clear implications for how game
makers design their systems and how we as players think about them. If
competition is the tune to which developers want their players to dance,
they are more likely to provide lots of information about not just rank-
ings, but also opportunities for being at the top of different rankings.
They could be first in rankings, first in wealth, first in gear, and so forth.
Or, if they really want to rub it in, a game could tell you when you're
about to drop to the bottom of the list. Likewise, if you find yourself in
second place (or, again, second-to-last place) check your impulses to see
whether it’s really worth it to invest more time, money, and effort into
dealing with a tiny gap that separates you from the next person up or
down. Or whether the metric by which you're supposedly being judged
is even important to you. You might be happier in third place after all.

And actually, any nonarbitrary goalpost will do. In golf there is the
concept of par, which is the maximum number of strokes that a golfer
should take to get the little ball in the little hole. Taking fewer strokes
(below par) is good; taking more (above par) is bad. Researchers Devin
Pope and Maurice Schweitzer examined data on 2.5 million golf putts
made by professional golfers between 2004 and 2008 in order to find
out if these pros were more or less careful when making a shot that
would make them go over par.!! After using statistical methods to con-
trol for all kinds of things (e.g., distance from the hole, slope, etc.), the
researchers found that pro golfers indeed tried harder and were more
accurate on putts that let them avoid going over par. This is irrational,
because at this level of play golfers should try equally hard on every
single shot of the game. Rankings in pro golf tournaments frequently
change on account of a single stroke, so every shot counts. Yet the
standards of “above par” and “below par” exerted an influence even
among the best of the best.

Sometimes, though, segmenting ourselves and comparing ourselves
to smaller groups and finding some little hill that we can stand on and
call our kingdom can have drawbacks. Sometimes developers can be so

11. Devin Pope and Maurice Schweitzer, “Is Tiger Woods Loss Averse? Persistent Bias in
the Face of Experience, Competition, and High Stakes,” American Economic Review 101,
no. 1 (2011), doi:10.1257/aer.101.1.129.
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intent on making us feel proud of ourselves that we can get burned, and
we are amazed that we didn’t know fire was even in the game.

THE DUNNING-KRUGER EFFECT

Let me describe a scenario that I think we've all been in. You pick up a
competitive multiplayer game like Hearthstone: Heroes of Warcraft,
Starcraft 11, or the most recent Call of Duty game. You jam through the
tutorial and the single-player campaign. Maybe you play a few skirmish
matches against computer-controlled opponents—on the second-to-
hardest difficulty setting, because you're totally hardcore like that. And
you're better at the game than anyone on your friends list, judging by
the leaderboards and because nobody will play with you anymore.
You've got this game figured out, and you think you're pretty awesome.
It’s telling you that you're awesome!

What's the logical next step? Venture online, of course, and try your
hand at ranked ladder matches, a tournament, or maybe even just some
pickup games via online matchmaking. And how does that go? You get
creamed. Stomped. Crushed. At the end of the match your competition
has left you with a kill/death ratio in a realm of negative numbers so low
that mathematicians haven’t even bothered to really think about it yet
because they figured nobody would ever use them. This baffles you,
because by all previous accounts you're totally awesome at this game. If
any of this sounds familiar, congratulations. You have encountered what
psychologists call the Dunning—Kruger effect.

Named after the authors of a 1999 article by Cornell University
professor of psychology David Dunning and his then graduate student
Justin Kruger, the effect describes how those who aren’t very good at
something overestimate their skill and how those who are experts at
something tend to sell themselves short.!? This is because the more
skilled you are in some complicated task, the more you understand that
there are complexities and possibilities that you don’t fully understand.
Somewhat skilled players of a musical instrument, such as guitar, can
glimpse advanced-play concepts just enough to know that they haven’t

12.  Justin Kruger and David Dunning, “Unskilled and Unaware of It: How Difficulties in
Recognizing One’s Own Incompetence Lead to Inflated Self-Assessments,” Journal of Per-
sonality and Social Psychology 77, no. 6 (1999), doi:10.1037/0022-3514.77.6.1121.
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mastered them. And really good guitar players understand everything
the instrument is capable of better than someone who has only now
figured out how to bang out the beginning of that one Green Day song.
In the same way, those of us who are really bad and inexperienced at a
game often lack true understanding of what’s even possible. We think
the limited strategies and possibilities that we know make up the whole
picture, when in reality we're only seeing one corner of a huge canvas.

In their initial research, Kruger and Dunning gave students tests of
logic, grammar, and humor (really; the researchers had subjects evalu-
ate the laugh-out-loud potential of jokes from Woody Allen and Al
Franken). When the researchers asked the subjects to guess at their
performance on these tests, the poorest performers overestimated their
achievements. For example, someone who was actually in the 12th per-
centile of scores (i.e., only 12% of subjects scored worse) would typical-
ly guess that they were all the way up in the 62nd percentile. That is,
they thought they were better than 62 percent of people, when in
reality they were much worse. Further investigation showed that the
poorer performing subjects overestimated their ability simply because
they weren't good enough to know how difficult the tasks were. And
they didn’t know it.

The deck-building game Hearthstone: Heroes of Warcraft provides a
great illustration of the Dunning—Kruger effect. Hearthstone requires
players to duel with (virtual) cards that have individual properties and
can interact with other cards in spectacular but ultimately predictable
ways. The “Timber Wolf” card, for example, doesn’t require many re-
sources to play and doesn’t do much damage to your opponent. Novice
players may keep it out of their deck or only play it early in the game.
Expert players, however, understand the synergy that card has with
other cards with the “Beast™ attribute: it gives +1 to all attacks by those
cards. This means that experienced players will hold the Timber Wolf
card in reserve and play it at the right time for devastating effect. New
players who think they're hot stuff because they flew through the tutori-
al or a few lower-level matches may be shocked to find out that such a
strategy is even possible, much less so effective. And that’s just a simple
example for the sake of illustration. In addition to being able to add and
subtract very quickly, the path to mastering Hearthstone takes players
through complex subjects, such as probability, algebra, logical reason-
ing, and other topics that new players never even suspect.
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The Dunning—Kruger effect comes up in other video games, espe-
cially competitive multiplayer ones and those that let you compare your
performance against others via leaderboards. The effect is exacerbated
by the fact that the single-player versions of games often allow you to be
incompetent in the pursuit of fun and stroke your ego with the kind of
feedback I discussed earlier in this chapter and will discuss in a later
chapter on progress-related game elements. New players can soak up
bullets in some shooters, such as Gears of War, instead of using cover
effectively or choosing the right weapon for the situation. They can
brute-force their way through a campaign scenario in Starcraft II using
just cheap Marine units instead of appropriately countering the enemy’s
army built with advanced units. They can overwhelm low-level enemies
in World of Warcraft instead of using teamwork and assembling a set of
equipment or list of perks with the optimal resistances. In each case,
these players are essentially incompetent, but the limited feedback
they're getting doesn’t allow them to know it. The novice bumbles along
missing all that but getting the occasional lucky shot and thinks he’s
doing all right for himself. But the great player sees every misstep and
every missed opportunity for perfect play, and beats herself up over it.

Some game developers are learning to address this paradox by forc-
ing novice players to learn the true scope of the game. Starcraft 11,
despite the fact that I've been using it to illustrate the Dunning—Kruger
effect, actually tries to address it by inviting players to complete multi-
player-oriented challenges where they learn things like unit counters,
defending against rushes, and other advanced tactics. Many fighting
games like the newer entries in the Street Fighter series also have spe-
cial training modes that illustrate enigmatic concepts, such as hit boxes
and frame data. This kind of tutorial helps, as do collecting and present-
ing community guides and videos illustrating everything a game has to
offer. The Dunning—Kruger effect is difficult to avoid for new players,
but those who set their minds to it can move beyond it.

So next time you find your ladder rankings aren’t living up to your
expectations, take a second to reflect about all the things you don’t
know and how your experiences so far may have been designed to make
you feel more competent than you really are. Readjust your concept of
how good you are relative to the field of players you're trying to break
into. Then go pick up some tips from those totally awesome hardcore
players who know how totally awesome they really aren’t.
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And while you're at it, keep in mind that smart game developers are
taking advantage of several aspects of human psychology in order to get
you to keep competing and keep chasing higher scores. If competition
and obsession over rankings are what make games fun for you, then
great! A leaderboard or high-score list can be crafted in such a way to
push your buttons harder and get you to keep playing, but oftentimes
differences between competitors are much less meaningful than you

think.

THINGS TO REMEMBER FROM THIS CHAPTER

e In the absence of objective information, people make social compari-
sons to determine how well they're doing. Games facilitate this.

* Not all comparisons are equal. We prefer those who are similar to us
in ways that are relevant to the task or accomplishment in question.

* The “big fish, little pond effect” (also sometimes called the “frog
pond effect”) describes how we feel better about our performance if
it puts us near the top of a low-performing group than if the same
performance puts us near the bottom of a high-performing group.

* Not all rungs on a tournament ladder are equally spaced. The differ-
ence between 1st and 2nd place is much larger, psychologically, than
the difference between 101st and 102nd.

* Other relevant standards may create this effect, too, for example, par
in golf.

* The Dunning—Kruger effect describes how people who are bad at
something overestimate their performance, and those who are ex-
perts underestimate. Single-player campaigns and tutorials may high-
light this effect by making novice players think they’re better pre-
pared for competitive play than they really are.
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HOW DO GAMES GET US TO GRIND,
COMPLETE SIDE QUESTS, AND CHASE
ACHIEVEMENTS?

“A soldier will fight long and hard for a bit of colored ribbon.”
—Napoleon Bonaparte

In November 2012, writer and occasional game developer Christos
Reid decided to attend an event with the colorful name “Fuck This
Jam.” Pardon my language, but that was its name. Game jams like this
one are events where game developers (mostly armature ones) come
together to try to create small video games with limited time and just a
few resources. It’s an exercise that produces creativity out of despera-
tion and constraint. Game jams also sometimes operate within the addi-
tional limitation of a specific theme, such as the Molyjam event where
participants create something inspired by a single, sublime quote from
eccentric game developer Peter Molynoux. And his quotes are indeed
often weird. What kind of game would you make, for example, out of
Molynoux’s claims that “I have to be careful what I say, there are PR
policeman in the audience with sniper rifles,” or “I still have nightmares
about holding German sausages over my head”® You would make a
weird game, that's what kind. But in the case of the Fuck This Jam
event that Reid attended, Molynoux wasn't involved. Instead, the
theme was to develop a quick and dirty game based on a game mechan-
ic that people hate, thus the first two words in the name of the event.
Reid chose “grinding.”
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Grinding in video games refers to doing the same thing over and
over again in order to slowly progress toward some goal. It's wandering
through the tall grass in a Pokémon or Final Fantasy game so that you
can win enough random encounters to level up your characters. It’s
killing the same kind of monster over and over and over again in World
of Warcraft in the hopes that you get some rare piece of equipment to
pop out of its corpse. It’s driving around and around the map in Border-
lands just so you can pop the achievement for running over 25 enemies
with a vehicle. Grinding sounds like a bore—and it usually is—but
gamers do it constantly.

Despite its bad rap, Reid didn’t necessarily hate grinding with a
white-hot burning passion. “I don’t mind it,” he told me. “When I do it
in World of Warcraft (where most quests are of the ‘collect ten rat tails’
variety), it lets me switch off mentally and just focus on the task at
hand.”! But Reid thought the mechanic made for a good subject for the
game jam, so in 15 hours over the course of two days he threw together
a project he called GRINDSTAR. The game is simple. You play as a
little knight on the left, and a monster appears on the right. Between
you and the monster is a sign displaying what level you need to be in
order to defeat the monster. You use your mouse to click on a conven-
iently labeled “GRIND” button and you level up with each click. The
monster on the right patiently waits for you to finish your grind, at
which point you can kill it. Congratulations, here’s a little fanfare! You
then move on to the next monster, which takes even more clicks to
defeat than the last one. Then repeat. Forever. To try it for yourself,
search for GRINDSTAR on the Internet or go to http//
www.newgrounds.com/portal/view/605910.

There’s no point to GRINDSTAR except clicking and watching num-
bers go up. Reid essentially made a game out of being bored and risking
a repetitive strain injury. As such, it satisfied the spirit of Fuck This Jam
in that it poked fun at progress-related game elements, such as progress
bars, achievements, levels, and quests. It exposed to players how silly
these things can be when taken to an extreme. But here’s what's amaz-
ing: Despite GRINDSTAR’s totally transparent nature, people kept
playing it. Within minutes of uploading his completed project for distri-
bution, Reid says that one player hit level 1,000.2 Months later, one of

1. Christos Reid, personal communication with the author, March 26, 2014.
2. Ibid.
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his friends finally hit level 10,000 by rigging the A button on his game
controller to press continuously.

GRINDSTAR wasn’t even the first parody of its type. Ten years
earlier, Progress Quest aimed to lampoon then popular online games
like Everquest. It was a text-only game where the player created a gooty
character (e.g., a Half-Orc Robot Monk or a Half-Halfling Fighter/
Organist) then leaned back while the game did all the grinding for her.
Satirically given the title of the world’s first “zero-player role-playing
game,” Progress Quest required literally no input from the player other
than to keep it running in the background. You could do this for as long
as you could avoid rebooting your computer. You just occasionally
checked in to see what monsters your character was killing (“a crippled
ape”) and what treasures it was accumulating (“some harpy mascara”).
All the while, little colored bars fill up to show your meaningless
progress. It was the ultimate easy grind, since it literally did the same
thing over and over again and generated nonsensical, random quests
like “Deliver the newspaper” or “Placate the Dervishes” that sound only
slightly more absurd than the entries you can find in the quest logs of
real role-playing games.

GRINDSTAR and Progress Quest are extreme cases rooted firmly in
satire that people find funny because their absurdity speaks to truth.
Gamers will frequently grind out levels, hunt for hidden collectable
items, slavishly complete side quests, and keep playing long after the
game stops being fun. I know I have. In early 2014, the free Apple App
Store game de jour was Make It Rain, an app where players did little
else than swipe their fingers across their iPhones to make their score go
up. That’s it. You just swipe for as long as you can stand it in order to
see a number go up. Or, as an alternative, many mobile games like Tiny
Tower or the Real Racing series will also let players spend real money to
avoid grinds to reach the same ends. Why do it? To complete a quest.
To gain a level. To fill a progress bar. To earn an achievement, trophy,
or badge. In this chapter, I will explore some of the psychological mech-
anisms behind these progress-related game elements so you can better
understand why they work on you. Keep reading! You're already about
16 percent donel!
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SCRATCHING A PSYCHOLOGICAL ITCH: AN OVERVIEW
OF SELF-DETERMINATION THEORY

One of the things that I've noticed nongamers wonder about is why
people play games at all. More than one newspaper reporter assigned to
write about some hot new casual game like Clash of Clans or Candy
Crush Saga has tracked me down for some insight. Frequently, the
interviews simply start with, “So, why do people play these things, any-
way?” Thankfully, many clever researchers have also thought of this
question and many of them have paid special attention to things like
quests, achievements, and collectables.

One of the first of these researchers was Richard Bartle, whose
interest during the 1990s lay with MUDs, a genre of games that he
helped create. Short for “Multi-User Dungeons,” MUDs were the text-
based precursors of massively multiplayer role-playing games like Ever-
quest and World of Warcraft. Based on message board conversations
and observations, Bartle conceived a taxonomy of MUD players defined
by what motivated them to play the game.? Killers wanted to compete
with others, Socializers played to interact with others in less violent
ways, Explorers got joy from finding new areas or story material, and
Achievers sought to fulfill a desire to see numbers go up. Bartle’s tests
of his model weren't very scientific or extensive, but the idea that
players differ from each other in terms of what motivates them to keep
playing was an important one that others built on.

Nick Yee, whom we will discuss much more in a later chapter on
avatars, is one such person. In 2006, he surveyed 3,000 massively multi-
player online game players with 40 questions based on Bartle’s taxono-
my. Using a statistical technique known as “factor analysis,” which
clumps questions together into larger concepts based on how people’s
answers tend to coincide, Yee found evidence for three types of gaming
motivations: social, immersion, and achievement.* In a follow-up study
a few years later, Yee also looked at the relationship between players’
scores on surveys measuring these motivations and their accomplish-

3. Richard Bartle, “Hearts, Clubs, Diamonds, Spades: Players Who Suit MUDS,” http://
mud.co.ulk/richard/heds htm (accessed July 11, 2014).

4. Nick Yee, “Motivations for Play in Online Games,” Cyberpsychology & Behavior 9, no.
6 (2006), dOi:10.1089/Cpb.2006.9.772.
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ments via World of Warcraft’s achievement system. > He found further
evidence of the importance of those social, immersion, and achieve-
ment motivations based on what kinds of in-game activities World of
Warcraft players pursued the most. Many gamers, he found, are at-
tracted to achievements and quests. They play because they want to
experience achievement through progress, power, accumulation, and
status within a game. What's more, he could pick them out from a
crowd based on their answers to some simple surveys. Other research
on Yee’s achievement motivator suggest that ratings of how well a game
satisfies this need for achievement predict how many hours someone is
likely to spend with a game. The downside, though, is that the competi-
tive or grinding aspects of achievement may also lead them to be in a
slightly worse mood. ¢

Finally, one of the most researched models of why people play video
games has been proposed and tested by researchers Andrew Przybylski,
Scott Rigby, and Richard Ryan. Based on a framework called “self-
determination theory” (SDT), they argue people engage in voluntary
behavior like play or even work to the extent that it scratches three
psychological itches: the need to feel competent at what you're doing,
the need to feel like you have meaningful choices when deciding how to
do it, and the need to feel connected and related to others in the
process. SDT calls these motivators “competence, autonomy, and relat-
edness.”” Przybylski, Rigby, and Ryan claim that to the extent that these
needs are met, people will play games for longer and enjoy them more
in the process.$ Satisfaction of SDT’s three motivators can be achieved
a number of ways, but progress-related game elements offer direct lines
to each. Let’s dig deeper to explore how competence, autonomy, and
relatedness can each be addressed by game elements like quests,
achievements, badges, and levels.

5. Nick Yee, Nicolas Ducheneaut, and Les Nelson, “Online Gaming Motivations Scale:
Development and Validation,” in Proceedings of the SIGCHI Conference on Human Factors
in Computing Systems (2012), 2803-6, doi:10.1145/2207676.2208681.

6. Andrew Przybylski, Scott Rigby, and Richard Ryan, “A Motivational Model of Video
Game Engagement,” Review of General Psychology 14, no. 2 (2010), doi:10.1037/a0019440.

7. Richard Ryan and Edward Deci, “Self-Determination Theory and the Facilitation of
Intrinsic Motivation, Social Development, and Well-Being,” American Psychologist 55, no. 1
(2000), doi:10.1037/0003-066X.55.1.68.

8. Richard Ryan, Scott Rigby, and Andrew Przybylski, “The Motivational Pull of Video
Games: A Self-Determination Theory Approach,” Motivation and Emotion 30, no. 4 (2006),
d0i:10.1007/s11031-006-9051-8.
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COMPETENCE: “I| STABBED THAT ORC REAL GOOD”

As mentioned, competence is the need to feel that you are doing well,
being effective, and developing new skills. Similar to Yee’s concept of
achievement motivation and Bartle’s Achiever type, self-determination
theory’s application of competence to video games involves getting
higher scores, becoming more powerful, winning, and getting feedback
about how super awesome you are. Video games are stuffed with mark-
ers of competence in these areas. Completing a quest in a role-playing
game gives you a sense of accomplishment, as does earning a badge for
getting 100 headshots in a competitive shooter. Even filling up a
progress bar and having your character level up is a signal of compe-
tence independent of whatever other perks you receive.

But some progress-related elements scratch the competence itch
more satisfyingly than others. Rigby and Ryan argue that competence
needs are best satisfied when goals challenge our abilities without being
too easy or too daunting.® This agrees with research done by psycholo-
gists studying the effects of goal setting in the workplace, who have
known for decades that goals are most motivating when they are specif-
ic, difficult but possible, and accompanied by feedback showing
progress. !0 “Kill zombies until I tell you to stop” is not nearly as moti-
vating as knowing you need to put down 53,594 of the walking dead for
the “Zombie Genocider” achievement in Dead Rising. And even that
goal could be made better, given how huge that number is. This is why
many games break down large goals into smaller ones in order to get
you started. Baking 500 pies to master your character’s Cooking skill?
That's a bit much. But adding additional tiers of skill and only asking me
to bake 10 pies to get to the first one? Sounds good! This kind of
breakdown gives the player feedback and monitoring on progress and
regulation of effort toward a distant goal. 1!

The lesson of many small measures of progress over one large meas-
ure can also be applied to the user interface. Researchers have studied

9. Scott Rigby and Richard Ryan, Glued to Games: How Video Games Draw Us In and
Hold Us Spellbound (Santa Barbara, CA: Praeger, 2011).

10. Edwin Locke, “Motivation through Conscious Goal Setting,” Applied and Preventive
P.S‘ychology 5, 1n0. 2 (1996), doi:10.1016/S0962-1849(96)80005-9.

11. Roy Baumeister and Kathleen Vohs, “Self-Regulation, Ego Depletion, and Motiva-
tion,” Social and Personality Psychology Compass 1, no. 1 (2007), doi:10.1111/j.1751-
9004.2007.00001 .x.
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the effects of including a progress bar—a near ubiquitous user interface
element in games—on the completion of online survey results. One
study found that progress bars were very effective at getting people to
complete a task if it required only a moderate amount of time and the
bar filled quickly. But if a task was lengthy and the bar filled up too
slowly, the presence of a progress bar actually caused more people to
drop out.!? This is why most games start you out with easy-to-achieve
goals and levels, so that the first few hits of achievement come quickly.
Then, when new levels or upgrades start to take a very long time, they
layer in other goals that start the cycle over, like earning reputation
ranks with different in-game factions or leveling up a new set of skills.
In the first-person shooter Destiny, for example, there are multiple
factions that you can earn favor with by doing quests for them, and
there are multiple types of crafting materials that you can collect to
upgrade each piece of equipment you own. The games most effective at
getting you to keep playing are the ones that make you think you're
always on the cusp of completing something, and it’s difficult to just
walk away and forget about it.

In fact, there’s a specific name for this phenomenon: the “Zeigarnik
effect.” Sometime during the 1920s, Russian psychologist Bluma Zei-
garnik and a group of her colleagues from the University of Berlin were
having lunch at a local café. Zeigarnik then noticed something peculiar.
Her waiter displayed an unusual ability to remember complex orders
while they were being filled, allowing him to deliver the right combina-
tion of food to the right tables without the benefit of pen and paper. But
that information vanished from memory as soon as the eats were put in
place. The waiter’s memory didn’t seem to have much to do with sus-
tained mental effort or chanting the undelivered orders under his
breath to hold them in short-term memory. Yet when Zeigarnik went
back to quiz the waiter, he said he could remember nothing of her
lunch order. At the time, the orders that hadn’t yet been filled just
seemed to nag at his mind until they were completed. Once that was
done, the orders disappeared in a puff of mental smoke.

Back in her lab, Zeigarnik and legendary psychologist Kurt Lewin
pursued this idea and ran some experiments involving the completion

12. Ting Yan et al., “Should I Stay or Should I Go: The Effects of Progress Feedback,
Promised Task Duration, and Length of Questionnaire on Completing Web Surveys,” Inter-
national Journal of Public Opinion Research 23, no. 2 (2010), doi:10.1093/ijpor/edq046.
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of various tasks or puzzles. Some of the subjects performing the tasks
were interrupted, and then everyone was asked to describe what tasks
they had done. Like the waiter who remembered what orders still
needed to go to what tables, subjects were far more likely to recall the
tasks they had started but hadn’t completed. This Zeigarnik effect sub-
sequently entered the psychology lexicon to describe how we tend to
find it easier to recall a task—and the details surrounding it—when we
feel like we have begun to undertake it but we were unable to complete
it.1> Apparently we as humans don’t like it when we begin something
and don’t finish it, and such circumstances create an internal tension
and preoccupation with the task. Completing the task provides closure,
release of the tension, and makes us happy.

Today, we see the Zeigarnik effect show up in relation to game
quests, achievements, and other progression-related game elements.
This is particularly true with role-playing titles where in-game journals
bloom with unfinished quests, objectives, and uncharted grey areas on
maps. Any World of Warcraft player who has collected 13 Goretusk
livers as part of a quest to collect 14 can tell you how reluctant she is to
leave Westfall before grinding for just one more in order to get that
quest off her list. Once we begin one of these tasks, they hang around in
the back of our mind and are much easier to recall than completed
tasks. As such, they come to mind more easily and more quickly when
we consider what to do next, especially if the game makes it easier to
keep track of the accomplishment, as we discussed earlier. We also see
the Zeigarnik effect happen in empire-building game series like Sim-
City or Civilization. Many players are familiar with the “just one more
turn” effect where we can’t seem to stop taking tiny, incremental steps
toward completing some kind of structure, upgrade, technology, or con-
quest that we started 30 turns ago. University of Sheffield psychology
researcher Tom Stafford notes in a 2012 article for the BBC blog
Neurohacks that the Zeigarnik effect even explains the appeal of one of
the most popular video games of all time: Tetris. The game incessantly
drops differently shaped blocks into a field, and the player is supposed
to rotate and move the blocks so that they stack up neatly. If the player
creates an uninterrupted wall of blocks at the bottom of the field, he is
rewarded with points and a bit of fanfare. The high points of Tetris

13.  Bulma Zeigarnik, “On Finished and Unfinished Tasks,” in A Source Book of Gestalt
Psychology, ed. W. D. Ellis (New York: Harcourt Brace, 1938), 300-14.
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games are seeing a cavity in your wall at the bottom of the screen and
then having the game deal you a block that fits it perfectly so that you
knock out several rows at once. Tetris is appealing because it presents
us with rows of unfinished tasks, and then occasionally lets us finish
them to erase them from both the game and our thoughts.

But what’s even more insidious is when a game slips something into
your quest log without your even realizing it, like some kind of reverse
pickpocket. To see how this works, imagine that two people decide that
their cars are filthy and each goes to the same car wash. Let’s call these
people Kim and Carlos. With their washes they each receive a special
card that lets them earn a free car wash if they get the card stamped
enough times during future visits. Kim’s card says it requires 10 pur-
chases for a free wash, but the perky girl at the counter gave her a head
start with 2 free stamps. The card Carlos got doesn’t have any free
starter stamps, but it only requires 8 future purchases instead of 10. So
both Kim and Carlos are looking at the same number of purchases to
score their complimentary car cleaning: eight. Who do you think is
more likely to come back enough times to fill up his or her card first?
Kim or Carlos?

It turns out that it’s Kim, who got saddled with a card that required
10 total stamps, but who received enough free stamps to get her 20
percent of the way toward her goal. This is thanks to a phenomenon
related to the Zeigarnik effect called “the endowed-progress effect.”
Basically, the idea is that when you give people just a feeling of ad-
vancement toward a distant goal, they're more likely to try harder and
try longer to reach that goal, even relative to people who have an equal-
ly easy goal but who got no sense of momentum off the bat. Research-
ers Joseph Nunes and Xavier Dreze coined the term in an article where
they did the car wash experiment described above.!* They found that
34 percent of people who got a 10-stamp card with 2 freebies ended up
coming back enough to redeem the cards, compared to 19 percent of
customers who started with an unstamped card requiring only 8 stamps.
Nunes and Xavier also found that those endowed with the two free
stamps tried to reach their goal faster by waiting less time between
washes.

14. Joseph Nunes and Xavier Dreze, “The Endowed Progress Effect: How Artificial Ad-
vancement Increases Effort,” Journal of Consumer Research 32 (2006), doi:10.1086/500480.
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Why? The researchers argue that the reason for the results is that by
giving out free stamps, the merchant was framing the task (i.e., buying
enough car washes to get a freebie) as one that has already been under-
taken. That creates tension and motivation to complete it. This has a
few interesting possibilities for game design that we should keep in
mind. Imagine, for example, that I'm playing through the role-playing
game Fallout: New Vegas and I get a quest to save 10 prisoners from a
nearby encampment. One way to deliver that quest to me would be to
have me meet a nonplayer character and have her say, “Hey, there’s 10
prisoners. Go free all 10.” Off T would go, and the quest tracker would
tick up “0 out of 10 prisoners rescued,” and then “1 out of 10 prisoners
rescued,” and so on. Alternatively, if the game designer wanted to in-
voke the endowed-progress effect, I could first receive the quest upon
opening the cell door for a pair of prisoners on the outskirts of the
encampment. One of the slaves could say, “There were 12 of us that
were captured! Free the others!,” and my progress would start off as “2
out of 12 prisoners rescued” as the first 2 sprint off over the horizon to
safety. According to everything discussed in the Nunes and Dreze study
with the car washes, I'd be much more motivated to complete this quest
if it were presented this way.

AUTONOMY: “I STABBED THAT ORC AND NOT THAT
OTHER ONE”

What about autonomy, the second motivator in self-determination the-
ory? That part of the theory holds that we are more satisfied with an
activity when it allows us meaningful choices. Being able to choose
which side quests we pursue or how to pursue them satisfies our need
for autonomy. If, for example, a quest in the role-playing game Skyrim
allows you to ally with either the rebels or the ruling class in the course
of completing a chunk of the storyline, that lets us dabble in autonomy.
Even something as simple as choosing an outfit for our characters in
The Sims or the online environment of Second Life plays strongly into
autonomy. Choices have to be real and volitional, though, and the game
can’t manipulate us into them. Early on in the mobile game Kim Kar-
dashian: Hollywood, for example, the player is supposedly given the
choice of whether or not to let the eponymous Kardashian into her
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store after hours. One of the dialogue options amounts to “Take a hike,
we're closed,” but if the player chooses this option, the Kardashian in
question simply says, “Pleeeeeease?,” and the player’s avatar proceeds
to let her in. There is no real choice. It’'s no more motivating than if
making that choice had resulted in “Game Over.”

In other games, side quests offer autonomy simply by being available
but optional. Open-world games like those in the Assassin’s Creed se-
ries are stuffed with choices about what side activities to pursue. You
can take on assassination contracts, climb landmarks, hunt down treas-
ure, collect hidden items, upgrade your gear, or any number of other
things. One the most exciting experiences in my gaming history to date
was stepping outside of the constrained tutorial area of Vault 101 in the
role-playing game Fallout 3. Laid out before me was the game’s post-
apocalyptic but very open world. I could go anywhere I wanted and be
as good or evil as I wanted. Games that give you this kind of autonomy
are going to be more compelling and players will engage for longer, say
Rigby and Ryan.' Indeed, one study by these researchers surveyed
people after playing Super Mario 64 and found that those who reported
experiencing greater feelings of autonomy also said that they not only
liked the game but wanted to play it more. 16

There is another angle to autonomy, though, in that humans hate to
lose options once they think they have them. This is a phenomenon that
some psychologists have termed “psychological reactance.”’” Clever
game designers sometimes take advantage of it. For example, the game
development studio BioWare turns out complex, character-driven role-
playing game franchises like Mass Effect, Dragon Age, and Star Wars:
Knights of the Old Republic. A while back, I was playing through Drag-
on Age: Origins and found myself facing one of BioWare’s signature
dilemmas: With which of the nonplayer characters should I pursue a
romantic interest? Should I woo the crabby but sexy Morrigan, or
should I court the more pure-hearted and worldly Leliana? BioWare’s
inclusive attitude toward same-sex couples even would have let me
pursue the roguish Zevran. But choosing one romance would require
completing a set of quests that would close the door to the others. Oh, I

15.  Rigby and Ryan, Glued to Games.

16. Ryan, Rigby, and Przybylski, “Motivational Pull of Video Games.”

17.  Sharon Brehm, Psychological Reactance: A Theory of Freedom and Control (New
York: Academic, 1981).
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couldn’t commit! Instead I strung all three of them along as far as I
could until one of them confronted me around the campfire at night
and forced me to choose.

Why did I invest so much mental and emotional energy into a point-
less choice between three make-believe people in a video game? Part of
the reason is that humans hate to lose choices, goals, and freedoms. Or,
more to the point, we hate to lose options for choice. Psychologist Jack
Brehm coined the term “psychological reactance” to explain this con-
cept.!s A child will want the toy she showed no interest in moments
earlier just because her sibling is playing with it now, but her mom and
dad are also guilty of this quirk. One well-timed study showed that
when Florida shoppers learned that a certain kind of laundry detergent
was to be banned in their state, they rushed not only to horde the soapy
goods while they could but also to start organizing caravans to import
them from neighboring states. !

A line of research by Jiwoong Shin and Dan Ariely also provided a
striking example of psychological reactance that I think directly relates
to my inability to let go of romance options in Dragon Age.? Jiwoong
and Ariely created a computer game where participants could choose
between three doors—red, blue, or green. Players had only 100 mouse
clicks to “spend” in the game by clicking to navigate between doors and
then clicking in the rooms on the other side of each door. Doing so
yielded a random amount of money within a certain range. The red
room, for example, could pay between 3 and 9 cents for each one of the
player’s limited clicks, but the blue room might pay between 8 and 16
cents. Only, the players didn’t know the ranges; they had to experiment
to determine the optimal way to play the game and maximize their
payout. But if a player ignored a certain room for 12 turns (i.e., clicks),
the door to that room would shrink and eventually disappear. Gone was
that option! But players could “reset” the door by exiting their current
room and then clicking on the dwindling door before it disappeared

18.  Jack Brehm, A Theory of Psychological Reactance (New York: Academic, 1966).

19.  Michael Mazis, “Antipollution Measures and Psychological Reactance Theory: A Field
Experiment,” Journal of Personality and Social Psychology 31, no. 4 (1975), doi:10.1037/
h0077075.

20. Jiwoong Shin and Dan Ariely, “Keeping Doors Open: The Effect of Unavailability on
Incentives to Keep Options Viable,” Management Science 50, no. 5 (2004), doi:10.1287/
mnsc.1030.0148.
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completely. This act cost two clicks without generating any money, and
so it was an irrational waste of clicks if used on a subpar door.

What did people tend to do? Even after discovering which room
yielded the highest payout of real money, they still tended to go back
and waste clicks on lower- paying doors just to keep those options open,
even though they didn’t intend to actually exercise them. This hurt their
game performance and their earnings, but psychological reactance
made them reluctant to lose those options. I think the same thing is at
play when we wring our hands over closing the door to one of the quest
lines relating to BioWare’s trademark romances or any other mutually
exclusive choices in a game, especially after the point where we have
nothing to gain by drawing things out. The same could apply to choos-
ing which warring faction to align with in Skyrim or whether to support
Templars or Mages in Dragon Age: Inquisition. This kind of thing is so
common in character progression and achievement as to be mundane.
For example, when we accumulate enough experience points in Dark
Souls, we can choose to spend them on upgrading weapons or increas-
ing any number of abilities, such as dexterity or vitality. Game designers
can also do the same thing by giving us irrevocable choices in narrative
branches. Making choices that kill the player creates little tension, be-
cause you can usually load a saved game. But forcing a player to make a
choice and pursue an objective that will result in losing one party mem-
ber or closing off an entire part of the game world will cause real
consternation. The research on SDT shows that players love choices in
their games and will be happier when they have them, but on the flip
side, players hate losing those choices. A developer with a strong vision
can make this work by leveraging psychological reactance to inject gobs
of hand-wringing into the experience that will be remembered for a
long time.

RELATEDNESS: “THE PEASANTS WERE SUPER HAPPY
WHEN I STABBED THAT ORC”

The final psychological need from SDT is relatedness. This motivator
deals with the need to feel a meaningful connection with other peo-
ple—usually other players, but even fictional ones like characters in a
video game. We will go through much effort to feel these connections,
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and progress-related game elements often help us. Simply completing a
quest and earning the adoration of nonplayer characters is close enough
to the real thing, say Przybylski, Ryan, and Rigby.?! Some games direct-
ly scratch the relatedness itch by having team-oriented goals and quests
that require player cooperation. Any massively multiplayer game will
have challenges that require groups of people to complete—sometimes
dozens at a time, in the case of world events or massive dungeon raids.
The whole group has the same goal—take down a raid boss in Destiny,
for example—Dbut each player has a very specific role to play, and each
player is relying on others to do something specific. This makes you
matter to other people, and it’s a nice feeling when you do what’s
needed of you. Other games like PlanetSide 2 feature territory control
where winning a battle can mean that resources and areas are available
for teammates who log in hours later. The space exploration game Eve
Online takes relatedness to perhaps the furthest extreme, where players
have to band together into corporations and other alliances to protect
each other and exchange resources. I think that like many massively
multiplayer online games, Eve Online can be more about managing
social relationships and obligations than exploring space, and that
makes it engrossing and satisfying to its hundreds of thousands of
players.

Our collection of achievements, badges, and trophies in a game also
tell other people about what games we play and how much better (or
worse) we are at them. And it’s not just about a longer list. It’s about a
more varied and interesting list that tells people that you’re a varied and
interesting kind of person. Your gamer score on the Xbox consoles is
essentially an index of how many achievements you have earned, pre-
sented in a number that is easy to compare with other players, as are the
metrics shown in iOS’s Game Center app. This is one reason why I
think that systems with “rarity” metrics attached to their achievements
are more appealing. The digital platform Steam, for example, shows for
each achievement the percentage of people on the platform who have
earned it. Looking at the Steam game Wolfenstein: The New Order
right now, I can see that I'm one of the 8.7 percent of players who
managed to get the “Vaporize” achievement for maxing out the demoli-

21. Przybylski, Rigby, and Ryan, “Motivational Model of Video Game Engagement.”
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tion skill tree. That's a lot of Nazi storm troopers blown to bits. You
should be impressed.

That figure of 8.7 percent sounds pretty good to me, but some peo-
ple want to stand even farther apart from the crowd. They want to chase
down the ultimate achievements for the ultimate bragging rights. The
notoriously punishing action-adventure game Dark Souls 2, for exam-
ple, has one of the most difficult achievements I've seen. Players get
special rewards for finishing the game without dying even once and
without using any of the game’s bonfires, which serve both as in-game
save points and a way to quickly travel around the game world. Dark
Souls is a game series that will kill even experienced players frequently,
especially if they are not careful. Getting these special rewards requires
an enormous amount of skill and knowledge about the game, but you
have to get them in one run. Given how fragile your character is in Dark
Souls 2, one tiny mistake could undo hours and hours of progress.
Getting that achievement is really difficult, and even the nudges we’ve
discussed so far seem like they would be insufficient in the face of such
a challenge. And yet it’s not hard to find other examples of punishingly
difficult achievements that net you more controller-biting frustration
than gaming pleasure. Beat this cheap boss without taking any damage.
Complete the game using only the weakest weapon. But some people
do it, as evidenced by YouTube videos and seeing the evidence in the
achievements list of other players. Why?

An article titled “Conceptual Consumption” published in the 2009
Annual Review of Psychology suggests some clues.?2 The authors ex-
plore a theory which holds that people are as interested in consuming
ideas, information, and concepts as they are physically consuming
things—sometimes more So. People want to “possess” an experience
simply because it’s novel and rare, and they will sometimes forgo other
more rational choices in order to do it. For some people, there’s a drive
to add that concept or experience to their list of “stuff I've done” just so
they can have the satisfaction of a longer list. Researchers Anat Keinan
and Ran Kivetz liken this to ticking items off a life’s to-do list or an
“experiential resume” so that they can die feeling like they've accom-

22. Dan Ariely and Michael Norton, “Conceptual Consumption,” Annual Review of
Psychology 60 (2009), doi:10.1146/annurev.psych.60.110707.163536.
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plished more in life.2? These are the same kind of people, Keinan and
Kivetz say, who elect to stay in hotel rooms carved out of ice instead of a
Florida Marriott or to eat bacon-flavored ice cream instead of choco-
late. Similarly, getting the achievement for beating Dark Souls 2 under
such absurdly difficult restrictions is a way of relating to friends and
strangers that you're the kind of hardcore person who has really mas-
tered the game. After all, that experiential resume is no good if you
can’t show it to anyone.

So markers of progress matter in that they can be a direct path to
satisfying our basic psychological needs for competence, autonomy, and
relatedness. That’s why the most successful games feature role-playing
game mechanics, such as leveling up weapons in first-person shooters
like Call of Duty, quest and side missions in open-world franchises like
Assassin’s Creed, and the increasing emphasis on achievements in
games like Dead Space 3 or Portal 2 that can be earned only through
cooperative play. And within each of these uses of progress-related
game elements, there are various psychological tricks to keep you run-
ning on the treadmill and to keep you wanting to finish some goal that
you don’t even remember starting. But progress-related elements aren’t
the only mechanics that can motivate people to grind. Sometimes
players keep flailing wildly, even though they get no feedback, have no
clear target, and have no progress bars inching their way toward com-
pletion. Players just swing in the hopes that they’ll eventually hit a
pifiata and something cool will drop out. So let’s look at the psychology
of loot drops next.

THINGS TO REMEMBER FROM THIS CHAPTER

* “Self-determination theory” offers a framework for understanding
why people are motivated to keep playing games. We do it to satisty
needs for “competence, autonomy, and relatedness.”

* Competence relates to feeling like we're doing well and getting bet-
ter.

* Autonomy is satisfied when we feel we are given meaningful deci-
sions to make.

23. Ran Kivetz and Anat Keinan, “Repenting Hyperopia: An Analysis of Self-Control
Regrets,” Journal of Consumer Research 33, no. 2 (2006), doi:10.1086/506308.
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* Relatedness happens when we feel that we are important to others.

e The “Zeigarnik effect” and the “endowed-progress effect” describe
our preoccupation with tasks that are begun but not yet finished.
Think side quests here.

* “Psychological reactance” is related to how we hate to lose options
once we have them. Remember how stressful it is to choose between
branching storylines and romance options in some role-playing
games.

* Gaming achievements/trophies and in-game possessions can be used
to signal our status and accomplishments to other players. This is true
even if they're outlandish and unreasonably difficult to acquire.
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HOW DO DEVELOPERS KEEP US SO
EXCITED ABOUT NEW LOOT?

“The terrible truth is that a whole lot of us begged for a Skinner Box
we could crawl into, because the real world’s system of rewards is so
much more slow and cruel than we expected it to be.”

—David Wong, novelist and Cracked.com editor?

“Loot” in gaming parlance is the rewards you get for defeating mon-
sters or completing quests. It’s separate from experience points or
knowledge, so it includes things like treasure, gold, crafting materials,
ammo, armor, or weapons. Most gamers invited to play a round of
“Answer My Question or I'll Push the Button Again” would probably
name the Diablo series as the perfect example of a loot-driven game.
These action-adventure clickfests emphasize killing demons from an
overhead view of gothic environments, featuring cathedrals, medieval
hamlets, and hell itself. The games also emphasize improving your bar-
barian, demon hunter, or wizard through not only leveling up but also
acquiring better equipment. Better equipment means higher numbers.
Higher numbers mean being able to defeat tougher monsters to get
better equipment, which means even higher numbers, and so on. Also,
your character just looks cooler wearing better equipment. As in many
role-playing video games, the loot drops in Diablo are largely random.

1. David Wong, “5 Creepy Ways Video Games Are Trying to Get You Addicted,”
Cracked.com, March 8, 2010, http://www.cracked.com/article_18461_5-creepy-ways-video-
games-are-trying-to-get-you-addicted.html (accessed January 1, 2015).
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Particularly tough enemies (“elites”) and particularly resplendent treas-
ure chests have a higher chance of dropping something good, but epic
loot can come from anywhere. I once found an awesome battle-axe that
served my barbarian very well for many levels, and it was hidden in an
ordinary-looking barrel sitting out in an ordinary-looking hallway that I
just happened to smash. Because of that find, I cracked open almost
every other barrel, vase, crate, box, urn, sarcophagus, pot, rock pile,
bookcase, basket, jug, casket, bone pile, hollow log, cocoon, loose stone,
and chest I could find in the hope of getting something else that good.

This is what game developers often call a “core loop,” or sometimes
a “feedback loop.” You perceive a cue that you can do a thing, you do
the thing, you are rewarded for doing the thing, you do the thing again
the next time you see the cue. Even after finishing the main campaign
in the Diablo games, players will continue to replay parts of it, making
runs on difficult elites and bosses in the hopes of getting them to drop
better and better loot. Some players will do this for literally hundreds of
hours, keeping the game and its community alive for years and provid-
ing an evergreen market for sequels, add-ons, and in-game purchases.

The 1996 debut game in the Diablo series was a pretty solid product
and a pioneer of the loot-based game market, but 2001’s Diablo II
perfected the design. This second game in the series had the same basic
design I described earlier: Move through a randomly generated envi-
ronment, click on monsters to make them burst like gory pifiatas, scoop
up the candy/loot, and repeat. Again, some of the loot would be worth-
less (like equipment with no benefits to your class), and some would be
of only minimal value (like a few gold pieces). But some of it would be
spectacularly awesome. The game’s brilliance came from how expertly
it spaced out the awesome among the mediocre and worthless. Getting
a weapon or piece of armor that massively improved your character
happened just frequently enough to motivate players to keep playing so
they could hit the next jackpot. And as we will see, the analogy to the
one-armed bandits found in casinos everywhere is pretty apt.

Coupled with the rise of the World Wide Web, though, Diablo IT’s
emphasis on loot created a new problem for Blizzard. Many players
wanted the awesome stuff, but they couldn’t or wouldn’t put in the time
to get it through random drops. So some people with more money than
time looked to trading with other players within multiplayer game ses-
sions. This was often facilitated by third-party websites where one could
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arrange to exchange real money for virtual game items. These services
ranged from just some guy on a message board to surprisingly robust
and automated online stores. But they all frequently required players to
find what they wanted, then release PayPal or credit card information
into the wilds of the Internet. Then shoppers would have to coordinate
delivery and receipt of the items, usually by meeting up with someone
within the game or temporarily taking control of one of the vendor’s
“mule” accounts with the help of yet another player or friend. At best it
was an awkward experience, and at worst it attracted scammers who
would cheat or steal. Blizzard saw this, and though Diablo’s product
managers surely felt bad for their customers when they got ripped off or
had their accounts hijacked, they also probably regretted not taking in
some of those profits themselves. At least a little. And so they figured
they could solve both problems by offering a better product and a more
trustworthy service.

This is why it was a huge deal among loot fans when Blizzard an-
nounced that 2012°s long-awaited Diablo II1I would solve the problem
of third-party item sales by having in-game auction houses. These virtu-
al storefronts would let players sell their unwanted gear and safely buy
exactly what they wanted from other players who created their own
auctions. Need level 15 pants that are + strength and + vitality? No
problem, you'll be able to choose from 35 different pairs up for sale,
starting at 360 gold pieces. Pick a color. This announcement caused the
community’s first collective eyebrow to arch in surprise, but what made
the other one join it in an expression of complete amazement was that
in addition to the auction house based on the in-game currency of gold,
a second auction house would be available where players could sell and
buy using real-world money. As in a “give me $100 and I'll give you this
stupidly awesome sword” kind of arrangement. I remember reading
mixed reactions from fans and the gaming press when the auction
houses were first announced, but when Diablo III came out they clearly
worked as intended. Buying items within the game was safe and easy.
Some lucky (or supremely diligent) players who managed to acquire
highly desirable items even got some pocket money out of the system.

But in fixing one problem, Blizzard created an unintended conse-
quence for what had always been the core of the Diablo games: the joy
of the loot drop. The story of how the game developers working on
Diablo III figured this out and how they walked away from steady
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revenue in order to get the game back on the right track wonderfully
illustrates what it really is about the loot-drop mechanic that game
developers so often use to keep us playing long after we've seen 99.9
percent of what a game has to offer. But to understand more, we first
need to consider how a psychologist once taught pigeons to play ping-
pong.

A PSYCHOLOGIST ONCE TAUGHT PIGEONS TO PLAY
PING-PONG!

Let’s play another little game called “Name any psychologist except
Sigmund Freud.” Some of you probably said “Sigmund Freud,” in
which case I urge you to review the rules of the game. Many of you,
though, probably said “B. F. Skinner.” He’s the American psychologist
made famous by his research in the field of behaviorism. Skinner is
most remembered for the boxes bearing his name, which he used to
train animals through a process called “operant conditioning”: perform
a task, get a reward, repeat. This kind of stirred things up in the
psychology world at the time, since more than a few people’s thinking
followed the rut formed by Ivan Pavlov and his slobbering dogs. They
(Pavlov’s followers, not the dogs) thought that you shouldn’t even try to
study internal mental processes that you can’t directly observe. They
had concerned themselves mostly with how reflexive actions, like sali-
vating at the smell of delicious meat powder, could be conditioned to
happen in response to an unrelated stimulus, like the sound of a bell, if
paired under the right conditions.

But Skinner thought that there were internal thoughts and other
mental processes at work that would associate voluntary behavior with
consequences. The Skinner boxes were contraptions where he could
put the rewards and punishments of operant conditioning to work. Re-
ward an animal with a treat for pressing a lever and it will press the
lever more. Punish it with an electric shock and it will press it less. This
is how Skinner taught those pigeons to play ping-pong: He had two of
the birds face each other across an adorable little ping-pong table, then
rewarded each bird with a bit of food if it managed to peck the ball past
its opponent. There are videos of these avian athletes preserved on the
Web if you're interested. Search for “Skinner pigeon ping-pong” on



HOW DO DEVELOPERS KEEP US SO EXCITED ABOUT NEW LOOT? 115

YouTube if you want to spend a few minutes giggling and clapping your
hands while you watch them go at it. Training the birds to do what
might have seemed like a supremely weird task took a while, since
pecking ping-pong balls across tables is not something they normally
do. Skinner had to use a process called “shaping” where he rewarded
the birds for baby steps toward that end. Stand at the edge of the table,
get a treat. Look at the ball, get a treat. Peck the ball, get a treat. Peck
the ball across the line, get a treat. Keep at it and eventually you've got
guys in white lab coats gathered around the table, cheering at the top of
their lungs and using their grant money to bet on the 1948 Pigeon Ping-
Pong World Cup. If you're curious, “Gregory Peck” eked out a victory
against “Calvin Coolidge” in the last of a seven-game series. Also, I
spent way too much time coming up with clever pigeon names.

At this point you can probably guess how I'm going to tie this into
video games, and you may not be surprised to learn that “Skinner box”
is a widely used term in the game development community. The dun-
geons of the Diablo games act as Skinner boxes. You go into them, and
then you figure out what to click on to get the best rewards. It's just
something you do automatically in the game when you see a chest or an
elite monster. I can’t even imagine having my avatar walk right past a
chest in that game. It would actually stress me out a little. This is what’s
called a “compulsion loop™: you see a trigger (the treasure chest), you
perform an action (you click on it), and you get a reward (loot).

As an aside, this is also what makes people repeatedly pull out their
phone to check their e-mail, Twitter, Facebook, Instagram, Pinterest,
or whatever other social networking tools they're into. They hear a ding,
they open the app, and they get rewarded with some new loot in the
form of a message, photo, or upvote. Nir Eyal, technology consultant
and author of Hooked: How to Build Habit-Forming Products, also
notes that the most successful products add a fourth step to the com-
pulsion loop: commitment. If a user invests time, money, personal data,
or social capital in the product after getting the reward, he’s more likely
to start the whole loop over again the next time the trigger happens.
The game developer Valve apparently understands this. The treasure
chests in their free-to-play games Team Fortress 2 and Dota 2 require
keys to open. How do you get a key? By committing real money to the
game. But you can’t just buy a key; you have to put a minimum of $5.00
in your “Steam Wallet” account to make the purchase. With that com-
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mitment made, you're more likely to use one of the keys (or buy one on
the spot) to open the next chest you find. Games can also bank on other
kinds of commitments. Facebook games that encourage players to ad-
vertise what they are playing get them to commit social capital and their
online reputation. Many online games let you link to your characters’
builds, loadouts, and progress, which is another form of committing
social capital. Even the accumulation of loot is a kind of investment, in
that if you stop playing and stop looking for the next piece to improve
your loadout, you'll feel like you're throwing away your hard work.

What's really eye-opening is that you don’t even have to be the one
that receives the reward for operant conditioning to work. Psychologist
Albert Bandura developed a model of learning called “social learning
theory” and did research that shows how you can learn and become
conditioned through watching what happens to others. The most fa-
mous of Bandura’s experiments in this area involved kids who learned
to beat the living daylights out of a doll by having them watch someone
else enjoy doing so. (We'll return to Bandura and that poor doll later in
the chapter on video game violence. It'll be great.) If we see others
rewarded for a behavior, we internalize that lesson and it can kick off
our own compulsion loop. Many games capitalize on this by broadcast-
ing when good things happen to other players. Diablo I11, in fact, tells
players when their friends or members of their guild get a particularly
good piece of loot by putting a message in the game’s chat area. The
name of the item is even highlighted so that you can pause what you're
doing to click on it to bask in how fabulous it is. Team Fortress 2 does
something similar by telling everyone in the current match when some-
one is awarded a new cosmetic item or weapon.

Sorry to say, but playing loot-based games like Diablo means you're
not that far off from a pigeon playing ping-pong. Scientists who train
monkeys to press a button to get a treat using this kind of compulsion
loop can get them to sit in a chair and ignore distractions, such as other
monkeys or different food. They will just sit there waiting for the signal
to press the button to come up on their computer screen. Remind you
of anyone? Sure, one of the defining traits of humans is that our brains
possess executive functions that can override this kind of conditioning if
we will it, but often we decide to keep on going because we want the
next reward. Compulsion loops and operant conditioning are pretty
effective, which is why they're found everywhere.
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But is that the end of the story? Is this the part of the loot mechanic
that Blizzard broke with its auction house for Diablo III? Nope, be-
cause there’s one other aspect of loot hunting that’s more important
than anything I've discussed yet: its randomness and the sense of antici-
pation that comes with it.

Like slot machines payouts, loot drops in Diablo, Borderlands,
World of Warcraft, Destiny, Marvel Puzzle Quest, Dota 2, and many
other games are random. You may get something lame, you may get
something epic, and in some games you may get nothing at all. The
Japanese government went so far as to outlaw a certain kind of random-
loot game mechanic called “kompu gacha,” which encouraged players
to spend real money in social games in order to complete sets of items
through random drops.2 The games were very profitable, but officials
felt that the feedback loop was too effective—indeed, it caused some
players to spend the equivalent of thousands of dollars a month—and it
was too frequently used deceptively in games targeted at children. That
was obviously a special case involving real money, but many game de-
velopers still use random loot drops to perform a bit of psychological
judo on a system in our brain that’s critical for survival but that makes
hunting for epic loot even more compulsive. To understand why, and to
understand why Diablo IIT's auction house was a catastrophe for the
game’s core mechanic, let’'s move over and up the evolutionary tree of
life, from pigeons to monkeys. And grab a case of apple juice; the
monkeys love that stuff.

UNEXPECTED DOPAMINE FREAKOUTS CAN’T PREDICT
THE UNPREDICTABLE

The Diablo games and others like them have plenty of different kinds of
loot, and much of it is predictable. Open a chest in the first-person
shooter Borderlands and you know you're going to get some ammuni-
tion, just like you'll get some gold out of every chest in Diablo III. Run
over a medkit in an Unreal Tournament game and you know you're
going to get health back. Those are examples of rewards given on a fixed

2. Rick Martin, “Japan’s Consumer Affairs Agency Deems ‘Kompu Gacha’ Sales a Viola-
tion of Law,” Games in Asia, May 7, 2012, https://www.techinasia.com/japanese-consumer-
affairs-agency-kompu-gacha/ (accessed January 1, 2015).
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schedule, because you get them every time you do a specific action. But
the power of loot-based games relies on what's known as a “variable
schedule”™: sometimes you open the chest or kill the monster and you
get nothing, or at most nothing good. Other times, though, you get a fist
full of awesome—some seemingly endless cascade of cash or some new
weapon that doubles the amount of damage you can do to your ene-
mies.

Across a variety of animals, situations, and outcomes, random re-
wards outperform any other kind of reward schedule in terms of getting
the person (or animal) to do what you want.? Predictable rewards get
boring. But never knowing if you're going to get something good or
not? That’s mesmerizing. This is because it turns out that it’s not the
loot itself that’s so exciting to us. Of course, gamers love some equip-
ment because it lets them do things better—having a sniper scope on
your catapult is useful, so that’s surely part of it. But it turns out that
what really excites us is not so much the loot as it is the loot drop. And
actually, if you want to get really specific about it, it’s the anticipation of
the loot drop.

In 1954, neuroscientists James Olds and Peter Milner were jamming
electrodes into rat brains. Don’t ask why; it’s just a thing that neurosci-
entists do. One day when they inserted a wire into an area of the rat’s
brain called the nucleus accumbens, they accidentally hit on an impor-
tant bit of grey matter, and the electric current in the wire caused the
rodents” brain to be flooded with the neurotransmitter dopamine.* A
collection of just 22 atoms, dopamine is a chemical that plays a huge
role in regulating decision-making, particularly goal-oriented behavior
and the pursuit of pleasure. When we encounter something we like—
say a patch of berries or a Strong Gothic Axe of Slaughter—our brain
releases dopamine. Brain cells that are sensitive to that chemical go
bananas when it is present, which makes us feel good. These cells are
known as dopamine receptors. Olds and Milner’s rats didn’t fare too
well with so much dopamine, though. With their pleasure centers con-
stantly buzzing, they ignored food, water, and even Diablo II1. Techni-

3. See just about any textbook on the subject, such as Raymond Miltenberger, Behavior
Modification: Principles and Procedures, 5th ed. (Belmont, CA: Cengage Learning, 2011).

4. James Olds and Peter Milner, “Positive Reinforcement Produced by Electrical Stimula-
tion of Septal Area and Other Regions of Rat Brain,” Journal of Comparative and Physiologi-
cal Psychology 47, no. 6 (1954), doi:10.1037/h0058775.
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cally they died of thirst, but in a way they were killed by ceaseless
euphoria.

Now let’s stick with monkeys and dopamine, but move over to Swit-
zerland. German-born neuroscientist Wolfram Schultz was at the Uni-
versity of Fribourg conducting research on the relationship between the
chemical dopamine and Parkinson’s disease when he almost accidental-
ly started a line of research that can be used to explain gamers’ love of
loot drops. Over the course of years, Schultz experimented with ma-
caque monkeys while monitoring their dopamine receptors. Schultz
and his colleagues discovered that presenting a lab monkey with a bit of
fruit juice caused the creature’s dopamine neurons to light up. They
also discovered that when they repeatedly preceded the treat with a
light or a sound, the neurons would start to fire when the monkey saw
the light or heard the sound, but they would remain relatively inactive
when the fruit juice showed up.> The cue—the light, an image on a
screen, or a sound—had basically become the reward because it was so
inextricably tied to the fruit juice. The system they had discovered was,
at its core, about anticipation and trying to predict rewards based on
what was happening in the environment.6 You may recognize this as
exactly the kind of operant conditioning via fixed reward schedules used
to train the ping-pong pigeons I discussed earlier, except that now we're
drilling down into the neurochemistry of it.

But things got more interesting when Schultz started to mess with
the monkeys’ heads. Well, he had already literally messed with their
heads by inserting electrodes into them, but now he started doing
things like delaying the reward after the monkey pushed the button.”
Or diluting the fruit juice. Or withholding the reward altogether. When
this happened, the monkey seemed to get upset. The predictive model
in its head had failed, and this caused it some consternation. Repeated
failure to deliver on the predicted treat would cause the neurons to fail
to fire at all.

5. Wolfram Schultz, Peter Dayan, and P. Read Montague, “A Neural Substrate of Predic-
tion and Reward,” Science 275 (1997), doi:10.1126/science.275.5306.1593.

6. For an overview of the research done by Schultz and his colleagues as it relates to the
brain’s prediction system, see Jonah Lehrer, “The Predictions of Dopamine,” in How We
Decide (New York: Houghton Mifflin Harcourt, 2009), 28-56.

7. For example, see Wolfram Schultz, Paul Apicella, and Tomas Ljungberg, “Responses of
Monkey Dopamine Neurons to Reward and Conditioned Stimuli during Successive Steps of
Learning a Delayed Response Task,” Journal of Neuroscience 13, no. 3 (1993).
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This makes sense from an evolutionary perspective. In his book The
Science of Happiness,® Stefan Klein notes, “Whenever dopamine is re-
leased, it sets off the signal that the decision was a right one and that
something good has happened.” If humans can be said to have a super-
power relative to other animals, it’s pattern recognition. Our brains are
generally sensitive to patterns and adept at making predictions based on
those patterns, especially when it comes to rewards. The thing is,
though, that we’re most sensitive to variations between what’s predicted
and what actually happens. Like a Diablo III player finding a +5 maul
to replace his +3 hammer, if a monkey in Schultz’s studies was suddenly
presented with something it liked a little better than the fruit juice, the
dopamine receptors would flare up in ways that made previous reac-
tions seem like dull sputters.

This is because our brains, and the brains of certain animals, such as
other primates, have evolved to seek out surprising and unexpected
rewards. Dopamine receptors become much more excited when some-
thing good happens if it signals a prediction error. Surprising pleasures,
it turns out, are the most joyous ones of all because they highlight
failures in our predictive predilections. It’s like the dopamine neurons
were sitting up and yelling, “Hey! There’s something really good here!
Let’s obsess over that until I can figure out why I didn’t see it coming!”
And so the tiny machinery in your brain goes to work trying to make
new, updated predictions. In a predictable world, that’s a handy thing,
because it’s about figuring out how to get more good stuff by learning
what leads up to it. You found delicious berries in the shade of a certain
tree? Maybe theyre more likely to grow there, and you’ll find more of
them if you always check the base of that particular kind of tree.

But we can’t predict the inherently unpredictable. This is how slot
machines get you, and it's how random loot drops get you. In a casino,
your dopamine neurons are trying really hard to learn what precedes a
jackpot in terms of what bells you hear, pictures you see, or even which
cocktail waitress last walked by. I rarely gamble, but once I went on a
riverboat casino just for the experience. I sat down at a video poker
machine and after plunking in a few dollars, I got a lucky hand: a full
house that paid out a couple hundred dollars to my small bet. Woo! At
the machine next to me sat a retiree wearing a John Deere hat. He had

8. Stefan Klein, The Science of Happiness: How Our Brains Make Us Happy—and What
We Can Do to Get Happier (New York: Marlowe & Company, 2006).
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a plastic bucket of quarters on his left and an overflowing ashtray on his
right, so it seemed to me that he had been there a while. He seemed
genuinely happy for my win and even offered his congratulations, but
immediately after doing so he got up and started to leave. I asked him
where he was going, and he said that I had used up all the luck in that
row of machines; he had to move down a row if he wanted to hit his own
jackpot.

This was absurd, I knew, and I'm pretty sure that he knew it at some
level too. But the reward system that drives our brain is obsessed with
predictions even when we’re dealing with video poker machines and
loot drops that other parts of our brain understand can’t be predicted.
The result can be what is called the “post hoc, ergo propter hoc” fallacy
(Latin for “after this, therefore because of this”), which describes our
bias toward assuming that two events are related just because one hap-
pens after the other. In his book The Proteus Effect, Nick Yee talks
about this fallacy in the context of some of the amusing stories he heard
while interviewing the players of massively multiplayer online role-play-
ing games like Everquest and World of Warcraft.® Downed bosses or
treasure chests in the games could yield magnificent loot, but it was
random, and the very best prizes were exceedingly rare. They dropped
in as few as 1 or 2 percent of cases. And yet people had a hard time
believing that these drops were completely random. The prediction
systems in players’ brains led them to believe in all kinds of supersti-
tions about what had caused the good loot drops to happen, or made
them more likely to happen. Players reported thinking that they could
make these valued items more likely to appear if they faced a certain
cardinal direction, wore certain lucky charms, or had a certain character
enter the dungeon first. This happens in the Diablo games, prompting
one exasperated community manager on the official forums to tell fans,
“Streaks of bad luck are going to happen, and we all go through them.
The danger lies in the spread of misinformation, which in turn can
inspire players to alter their in-game habits in ways that actually have no
influence over what items they find.”

My favorite example of such misinformation and altered habits from
Yee’s book involves a bug in Dungeons & Dragons Online that allowed
players to use the “Diplomacy” skill on treasure chests. Normally this

9. Nick Yee, The Proteus Paradox: How Online Games and Virtual Worlds Change Us—
and How They Don’t (New Haven, CT: Yale University Press, 2013).
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would be disallowed since negotiating with, flattering, and sweetening
up an inanimate object like a treasure chest makes no sense. But a bug
in the game allowed players to do it anyway. Using the skill had no
effect on anything, but the post hoc, ergo propter hoc fallacy led players
to become convinced that using the skill in this way would increase the
odds of their getting more treasure. Our minds will seize on anything to
avoid feeling like it can’t predict when good things—and good loot—are
going to happen. And yet it gets excited every time a prediction goes
wrong.

WHAT THE DIABLO Il AUCTION HOUSES FAILED TO
PREDICT

So let’s return to the auction house in Diablo III and see why Blizzard
actually had a problem on its hands even after it created a safe, reliable
way to buy and sell equipment. The game’s predecessor, Diablo II, was
really good at keeping players around and hunting for loot because of
the compulsion loops and dopamine freakouts discussed above. Every-
thing was built around that loop of finding a treasure chest or elite
enemy that you knew could drop something good, then clicking on it,
repeatedly, to see what popped out. This process played off our brain’s
reward system, which has evolved to pay special attention to beneficial
but unexpected rewards. The loot rewards were engineered to be just
frequent enough to prevent our brains from calming the heck down and
moving on to another game.

But Diablo III's auction houses unraveled that loot loop, because
making a run to the auction house was a far more efficient way to get
really good equipment. Once players flooded the economy with tons of
items, the laws of economics took hold and prices plummeted. For a
trivial amount of gold, you could hit the auction house, completely swap
out every piece of equipment you had on you for something better, and
venture back out in just a few minutes. This meant that equipment
drops lost much of their meaning, as did the sight of treasure chests and
elite monsters that players had been conditioned to associate with
them. Loot was just money in a slightly less convenient form, destined
to be sold to an in-game merchant or, at best, in the auction house. For
sure, particularly rare loot for those with characters at the highest level
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was still valuable and sought after. But those drops were exceedingly
rare and not experienced by the majority of players. Even worse, much
of the loot wouldn't even be usable because the character was the
wrong class or not at a high enough level. It’s always annoying to find a
rare upgrade for a class you don’t even play. Getting loot in Diablo 111
of almost any kind didn’t confer any immediate benefit, and the process
of listing and selling even a valuable piece of loot on the auction house
was too far removed from the visual and gameplay cues that signaled it
to be very motivating. This new system turned an epic quest for fabu-
lous treasures into a quick jaunt to the department store, and you’d just
repeat the trip whenever the game started to get difficult or you
thought you passed some minimum level requirement for the next tier
of gear. As a result, people were playing the auction house instead of
the game to get better gear. It wasn’t nearly as much fun.

But you have to hand it to the developers at Blizzard because they
didn’t bury their heads in the sand. In fact, they were willing to disre-
gard all the work they had sunk into building the auction houses and fix
things. And remember that Blizzard took a cut of every sale in the real-
money version of the auction house. That means that even if the system
was bad for the game, they were making money off it. In September
2013, John Hight (production developer at Blizzard) and Josh Mosquei-
ra (Diablo IIT’s lead game developer) appeared in a YouTube video to
discuss a pair of sweeping changes meant to bring Diablo 111 back to its
core. ! “When we originally set up the auction house,” said Hight, “it
was supposed to be a safe and convenient way for you to trade items.
And in that respect it was very successful, but it became a double-edged
sword.” Mosqueira jumped in to note that Diablo’s core premise should
be simple but compelling: Kill monsters to get cool loot. “The auction
houses,” he concluded, “just made that experience way too convenient
and really short-circuited our core reward loop.”

This announcement went along with another important change that
had been previously announced and was code-named “Loot 2.0.” The
idea was that the game would drop less loot in the form of items, but it
would be smarter about what it dropped. It would be much more un-
usual, for example, to get a shiny new piece of equipment that was
unusable because it was for the wrong class, was restricted to characters

10.  “Diablo III Auction House Update,” YouTube video, 2:03, posted by “Diablo,” Sep-
tember 17, 2013, https://www.youtube.com/watchPv=ijCgKciMIE4.
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at a higher level, or had a useless attribute like +233 Intelligence on a
Barbarian’s battle-axe. Because even though highly intelligent barbar-
ians are great at dinner parties, big vocabularies aren’t much good for
hacking up the hordes of hell. The result of Loot 2.0 and the razing of
the auction houses was that instead of a steady stream of junk, loot
drops meant something again. They were rewards that players were
much more likely to need and want since one-stop shopping at the
auction house was a thing of the past. You have to admire Blizzard for
doing this, both because it displayed a solid understanding of the
psychology behind why loot works and because the real-money auction
house had been earning them revenue. On top of that, gutting the
auction house necessitated other substantial adjustment to the game’s
economy that required a lot of time and effort. But in the end, I sup-
pose they just decided that a better game—not to mention a more
addictive one—was the right call. Chalk this one up to using psychology
for good.

THINGS TO REMEMBER FROM THIS CHAPTER

* Well-established theories about the timing of rewards do a pretty
good job of explaining why gamers love loot drops.

* The random nature of loot drops is essential. It works because the
prediction systems in our brains want us to pay special attention to
failed predictions.

* The “post hoc, ergo propter hoc” fallacy describes how we tend to
think that two things are related just because we see one happening
after the other. This can lead to some amusing superstitions and
rituals.

e Seriously, one time these psychologists taught pigeons to play ping-
pong. They got paid for this.

* The Diablo III auction houses hurt the game’s core loot loop because
they downplayed the importance of randomness.
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HOW DO GAMES MAKE US FEEL
IMMERSED IN IMAGINARY WORLDS?

“Your mind makes it real.”

—Morpheus

Anyone else out there remember the 1982 movie Tron? It flopped at
the box office, but it's beloved by nerds because of one very powerful
idea: proto-gamer Kevin Flynn (played by Jeff Bridges) gets zapped
into a world where the video games he had programmed are very much
real and all around him. He’s literally in the game. At the time the
movie was released, video games were just crude collections of beeps,
boops, and pixels that were supposed to be dragons but looked more
like ducks. Any delusions of being pulled into their imaginary worlds
required the suspension of so much disbelief as to risk internal injury.
Yet here was Kevin Flynn leaving the real world behind so he could
battle in digital arenas, zip around on light cycles, and sling a glowing
Frisbee at a compound-interest program that just wanted to work at a
savings-and-loan company. It was amazing, and the 10-year-old me
wanted nothing more than to experience that kind of immersion within
a game world. Fortunately, the much older me almost can thanks to
how far technology and game design have come. (If you're too young to
remember seeing Tron as a kid, refer to Neo and The Matrix. Close
enough.)

“Immersion” is a common part of marketing material for new video
games, and gamers love to talk about how titles such as Skyrim or

127
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Grand Theft Auto make them feel like they're really present in a world
where they can do all kinds of stupid (but awesome) stuff. Developers
of these games often design with immersion in mind, crafting dynamic
settings full of objects that you can interact with for no other reason
than it makes the game world feel more real and authentic. Why spend
200 hours coding a system that lets players roll a hundred cheese
wheels down a mountain and then suplex a mime into a hot dog cart?
BECAUSE REALISM.

Yet immersion in the context of entertainment media isn’t a new
idea. Psychologists were studying it for decades before video games
became popular. It’s just that instead of video games they were studying
how media consumers are pulled into the imaginary worlds created by
books, radio, television, and movies. Also, these researchers didn’t call it
“immersion.” They still don’t. They call it “spatial presence” or some-
times just “presence,” for short. The truth is that there are more types
of presence than there are Pokémon. A survey of the literature turns up
“social presence,” “telepresence,” and “self-presence,” just to name a
few, but the one that’s closest to what most people describe as being
immersed in a video game world is called “spatial presence.” (I'll use
that term and the shorter “presence” interchangeably in this chapter.)
Spatial presence is the psychological state brought on when you forget
that the world you’re experiencing is created by technology. You forget
about the controller, the edges of the screen, the neighbor’s dog, and
the other person in the room yelling, “Hey! Are you even listening to
me?” I should also point out that researchers typically think of immer-
sion as something different from presence. They usually describe im-
mersion as paying close attention to a game or being surrounded by it,
but when you experience presence it feels like you're actually in the
game world, like Kevin Flynn and the world of Tron.

Many of us are familiar with this feeling of presence from firsthand
experience, but it's been examined scientifically. Experiencing spatial
presence has been empirically linked, for example, to how much people
enjoy the media in question. People experiencing spatial presence also
generally feel that their interactions with the game were easier, more
intuitive, and user-friendly.’ One 2013 study published in the journal
Cyberpsychology, Behavior, and Social Networking, for example,

1. Andrew Przybylski, Scott Rigby, and Richard Ryan, “A Motivational Model of Video
Game Engagement,” Review of General Psychology 14, no. 2 (2010), doi:10.1037/a0019440.
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looked at how much spatial presence people experienced while playing
the role-playing game The Elder Scrolls: Oblivion.? It found that enjoy-
ment of the game and spatial presence were strongly correlated across
many game sessions. Another study examined the interaction between
and among presence, skill, and psychological flow—that feeling that
you're “in the zone.”? The study found that the more presence players
felt while playing the racing game Need for Speed, the more likely they
were to experience psychological flow when their skill was matched to
the challenge of the game. Yet another study has shown that people
playing the platforming game Super Mario 64 were more likely to expe-
rience spatial presence when they felt skilled at the game.* And, as we’ll
soon see, spatial presence is strongly related to our ability to under-
stand, envision, and navigate the complex virtual environments that are
part of many modern games.

So though many of us have a pretty good idea of what spatial pres-
ence is and how it affects our experience with a game based on our own
experiences, the larger question of how it happens remains. What char-
acteristics of video games are likely to elicit spatial presence? Some
designers and researchers, such as Mike Abrash, who has pioneered the
technology development at Valve Software and Oculus VR, argue that
presence is attainable only through the use of sophisticated virtual real-
ity (VR) technology. It happens when head-mounted virtual reality sys-
tems like the Oculus Rift fill your field of view, react to your head
movements, and surround you with sound. “Presence is an incredibly
powerful sensation,” Abrash told the audience of game developers dur-
ing a presentation on virtual reality at the 2014 Steam Dev Days confer-
ence.” “And it’s unique to virtual reality. There’s no way to create it in
any other medium.” Oculus VR spent millions of dollars developing its
Oculus Rift virtual reality headset to do these kinds of things, and the
results are impressive. Donning the Oculus Rift headset and standing

2. Werner Wirth et al., “The Development of Video Game Enjoyment in a Role-Playing
Game,” Cyberpsychology, Behavior, and Social Networking 16, no. 4 (2013), doi:10.1089/
cyber.2012.0159.

3. Seung-A Annie Jin, “I Feel Present. Therefore, I Experience Flow’: A Structural Equa-
tion Modeling Approach to Flow and Presence in Video Games,” Journal of Broadcasting &
Electronic Media 55, no. 1 (2011), doi:10.1080/08838151.2011.546248.

4. Przybylski, Rigby, and Ryan, “Motivational Model of Video Game Engagement.”

5. Michael Abrash, “What VR Could, Should, and Almost Certainly Will Be within Two
Years,” YouTube video, 27:56, posted by “Steamworks Development,” February 11, 2014,
https://www.youtube.com/watch?v=G-2dQoeqVVo.
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on the edge of a virtual precipice will likely trigger very real feelings of
peril, according to Jeremy Bailenson, who runs a virtual reality lab at
Stanford University.6 One of his favorite demonstrations for members
of the press visiting his labs is to have them put on a sophisticated
virtual reality headset so that they feel like they're standing in a simple,
blank room. With a few taps on a keyboard, Bailenson then drops the
virtual floor out from underneath the visitors in a cascade of tiles and
watches their reaction. He has quickly learned to be ready to catch
visitors whose legs buckle in a reflexive response to the sensation. This
is the kind of spatial presence that virtual reality hardware can bring.

On the other hand, many other game designers and researchers
argue that such bleeding-edge technology isn’t necessary to create pres-
ence. Players, they say, can be transported to a game world through
crafty design and game content that pique the player’s interest without
the use of anything as sophisticated as virtual reality headsets. As we
will see later in this chapter, the reasons why even small, independent
games can create presence have little to do with the cutting-edge tech-
nology or virtual reality.

So which camp is right? Is technology or game design more impor-
tant for getting players to forget about the real world and journey to
fictional realms? Psychologists have studied this question, and their
research on presence is illuminating. But before we dive into the tech-
nology versus design question, it's worth taking a moment to better
understand the concept of presence and what happens in the heads of
players experiencing it.

“WHOA. HOW DID | GET HERE?”’: A MODEL OF SPATIAL
PRESENCE

In 2007, a group of European researchers led by Matthias Hofer, Wer-
ner Wirth (both from the University of Zurich, in Switzerland), and Tilo
Hartman (from the Hanover University of Music and Drama, in Ger-

6. Farhad Manjoo, “If You Like Immersion, You'll Love This Reality,” New York Times,
April 02, 2014, http://www.nytimes.com/2014/04/03/technology/personaltech/virtual-reality-
perfect-for-an-immersive-society. html.
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many) aimed to test the process by which spatial presence happens.”
Donning pith helmets (let’s assume), the researchers hunted down uni-
versity students in the wilds of Portugal and Switzerland. Once cap-
tured and sedated (again, let’s assume), the research subjects were put
in front of a computer running a program with the slightly sinister name
of the “House of Learning.” Within the program’s virtual environment
was a 2-story manor with 10 rooms full of displays about the life of
Wolfgang Amadeus Mozart. The hapless subjects explored the house
and its displays about the famous classical composer for 10 minutes
before being tagged, given a questionnaire, and released back into the
wild. Each room in the House of Learning contained an average of zero
cyberdemons, so even though it wasn’'t exactly a video game, it suited
the researchers” purpose: to test their model of how spatial presence in
a virtual reality environment is achieved.

This was just one study in a research program that several members
of the team had been working on for years. It suggests that presence is
achieved after two broad steps. First, players (or media users of any
kind) form a mental representation or map of the virtual space or world
being presented to them. Second, players begin to favor the game world
as their primary point of reference for where they are—or as the re-
searchers put it, “their primary ego reference frame.”

Let’s break those two steps down. The process starts with players
forming a mental model of the game’s make-believe space by looking at
various cues (images, movement, sounds, and so forth) and then form-
ing assumptions about the world that they may bring to the table. Then,
once that mental image of the game world is created, the player must
decide, either consciously or unconsciously, whether she feels like she’s
in that imagined world or in the real one. Of course, it’s worth noting
that this isn’t necessarily a conscious decision with the prefrontal cor-
tex’s stamp of approval on it. It can be a subconscious, on the sly,
slipped into sideways, and entered and exited constantly.

But this process obviously doesn’t happen with every video game,
and it doesn’t happen for every gamer every time. Research on pres-
ence, including the study described above, confirms that there are a few
basic tricks that technology and game content can facilitate to create a

7. Matthias Hofer et al., “Structural Equation Modeling of Spatial Presence: The Influ-
ence of Cognitive Processes and Traits,” Media Psychology 15, no. 4 (2012), doi:10.1080/
15213269.2012.723118.
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baseline of spatial presence. Let’s start with the technology side of the
equation.

VIRTUAL REALITY GETS LUCKEY: THE IMPORTANCE OF
TECHNOLOGY

Palmer Luckey’s story sounds quite like that of a typical geek wunder-
kind. Smart and curious, he was interested in electronics from an early
age, especially as it related to video games. Luckey was a hardcore
gamer who was always looking for—and sometimes creating—technolo-
gy to improve his gaming experiences. He explored many different
technologies, but by age 18 he was obsessively tinkering in his parents’
Long Beach, California, garage to create something in his new, favorite
gadget category: virtual reality headsets. Luckey had amassed a collec-
tion of such head-mounted displays (HMDs) but wasn't satisfied with
any of them. But according to an interview he gave to Wired magazine
in 2014, Luckey desired more spatial presence out of the devices and
wanted to smooth out major roadblocks to that sensation, such as screen
flickering, nauseating delays between head movements and head track-
ing, image blurring, and general image quality.® So Luckey kept tinker-
ing until one day he announced to a virtual reality enthusiast message
board that he had completed a HMD prototype that improved on all
these areas.

Lucky for Luckey (I've waited so long to make that pun), his post
caught the attention of id Software’s John Carmack. If you were trying
to identify the one person most responsible for pushing gaming hard-
ware forward in the mid-1990s and early 2000s, you could build a very
strong case for Carmack. id Software, which Carmack had co-founded
and where he led technology developments, had popularized the first-
person perspective in video games with Wolfenstein 3D and Doom.
Later Carmack and his colleagues at id would push advances in 3D
graphics cards, 3D acceleration, computer networking, and other areas
of gaming with the Quake series. Carmack was used to being on the
cutting edge, and though he suspected that virtual reality could be the

8. Peter Rubin, “The Inside Story of Oculus Rift and How Virtual Reality Became Real-
ity,” Wired, May 20, 2014, http://www.wired.com/2014/05/oculus-rift-4/ (accessed March 18,
2015).
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next big thing, it needed people like Palmer Luckey to solve certain
fundamental problems with the technology. He wrote to Luckey asking
if he could have one of the HMD prototypes. The star-struck Luckey,
who had grown up a fan of Carmack’s and of id’s games, eagerly agreed.

The same Wired.com article® describes how Carmack made im-
provements to the prototype and started cranking out code to run on it,
including a version of the game Doom 3. More importantly, he started
showing off the unit to people in the technology and video games busi-
ness. Things progressed quickly, and in short order Luckey scrambled
to create a company (which he called Oculus VR) and to start a crowd-
funding project on Kickstarter.com to raise enough money to get things
going for real. The Kickstarter fundraising drive was obscenely success-
ful. It generated just under $2.5 million for the young Luckey and his
new business partners, the ranks of which eventually included Carmack
himself. The company continued to make improvements to its HMD
and to gain fame in the gaming community. Facebook founder Mark
Zuckerberg was so amazed by the Oculus Rift’s ability to create spatial
presence that he had Facebook buy the Oculus VR company for an
incredible two billion-with-a-B dollars in 2014.10

As I write this, the Oculus Rift has not yet been released as a com-
mercial product. Sony and other companies are getting into the HMD
product category, so it remains to be seen who—if anyone—will be
successful in that space. But the ultimate success or failure of any HMD
is irrelevant to our discussion of spatial presence. Regardless of its per-
formance in the marketplace, the Oculus Rift and other devices like it
illustrate many of the ways technology can create presence, regardless
of platform. Let’s take a closer look at why.

Per Wirth’s two-step model described above, a game will create
spatial presence to the extent that it either makes it easier to form a rich
mental model of a virtual world or makes it easier to lose track of the
technology between us and that world so that we can adopt it as our
primary reference point for where we are. A rich mental image of a
game space depends primarily on the vividness of the sensory informa-
tion coming out of the medium. In video games, this depends on the

9. Ibid.

10.  Victor Luckerson, “Facebook Buying Oculus Virtual-Reality Company for $2 Billion,”
Time, March 25, 2014, http:/time.com/37842/facebook-oculus-rift/ (accessed March 18,
2015).
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quality of the graphics, sound, and even haptic feedback such as you get
from rumble controllers.

Some of the earliest research on spatial presence looked at simple
factors, such as the size and resolution of the screen used.! Adopters of
technology like 3D televisions and the Nintendo 3DS handheld plat-
form would be smugly pleased to know that adding that third dimension
to an image generally facilitates presence, specifically because it makes
the medium that much more vivid. And virtual reality head-mounted
displays like the Oculus Rift that completely wrap the user’s field of
view in 3D graphics will do even more to create vivid sensory informa-
tion. In the case of the Oculus Rift, the technology mediating the expe-
rience will literally disappear when it is moved outside of even your
peripheral vision. Oculus Rift developer Mike Abrash said in his 2014
Steam DevDays presentation that presence is much easier to experi-
ence when the display is high-resolution (e.g., 1080p is better than
720p) and offers as wide an angle view as possible. 12

Other researchers have spoken of the importance of how a piece of
media engages our senses when creating a rich mental model.!? Seeing
an ogre lumbering toward you in a game is good. Also hearing its thun-
derous footsteps is better. But feeling your controller rumble with each
stride in addition to all that is the best. Virtual reality headsets not only
hit you with immersive visuals and directional sound, but they also track
your head and body movements to adjust the display according to your
orientation in the real world. Some developers are even experimenting
with an outward-facing camera that could see what your hands are
doing and copy that feedback into the game world. But this kind of
convergence of sensory information is possible with other technology.
The company NaturalPoint makes a system called “TrackIR” where a
screen-mounted tracker uses input from reflectors that you clip to a hat
or headset. This tracks players’ head movements and changes the on-
screen view accordingly. Or take the Playstation 4 game Infamous: Sec-
ond Son, which uses a clever trick with the speaker and gyroscope in the
game controller to funnel several sensory channels into one experience.

11. Tao Lin, et al., “Exploring the Effects of Display Characteristics on Presence and
Emotional Responses of Game Players,” International Journal of Technology and Human
Interaction 9, no. 1 (2013), doi:10.4018/jthi.2013010104.

12.  Abrash, “What VR Could, Should, and Almost Certainly Will Be.”

13.  Werner Wirth, et al., “A Process Model of the Formation of Spatial Presence Experi-
ences,” Media Psychology 9, no. 3 (2007), doi:10.1080/15213260701283079.
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At one point in the game, your character uses a can of spray paint to tag
a brick wall. To begin the process, the player must change his grip on
the controller to mimic holding a can of spray paint, then shake it like
he were priming it for use. The speaker embedded in the game control-
ler makes clacking sounds like a ball bearing inside a spray can, and the
tag pattern emerges on the screen as the player waves the controller
around. The sensory experiences from visuals, motion, and sound all
work together.

Paul Skalski from Cleveland State University explored this role of
game controllers in presence and argued that controllers are more “nat-
ural” to the extent that they closely match the actions that you perform
in the game and allow you to focus on the game instead of the technolo-
gy in your hand. Swinging a Nintendo Wii controller like a tennis
racket in a game of Wii Sports, for example, is a very natural control
scheme, as is using a driving wheel in a car racing game. Using the W, S,
A, and D keys on a keyboard to control movement in a first-person
shooter, however, is not nearly as natural, especially for those not used
to it. Skalski and his colleagues suspected that more-natural controllers
were more likely to foster spatial presence, so they put it to the test. In
one study, they had volunteers play Tiger Woods PGA Tour 07 with
either a Wii controller, which required players to control their golfers
by swinging the controller like a real golf club, or a gamepad, which
required them to use buttons and thumb pads. Similarly, another fol-
low-up study described in the same article had subjects play the racing
game Need for Speed Underground 2 with a keyboard, a gamepad, a
joystick, or a steering wheel. In both studies, Skalski and his pals found
that players not only enjoyed the games more when playing with a
more-natural controller (e.g., the Wii controller or the steering wheel),
but also they reported greater feelings of spatial presence. Why? Skalski
argued that using more-natural controllers made it easier for players to
retrieve mental models of how the real world worked, since they were
familiar with the devices (a golf club or a car) that those controllers
represented. Using button-based controllers or keyboards requires us
to do a little mental work to imagine the golf swing or the steering
correction. And the less work our minds have to do in constructing the

14. Paul Skalski, et al., “Mapping the Road to Fun: Natural Video Game Controllers,
Presence, and Game Enjoyment,” New Media & Society 13, no. 2 (2010), doi:10.1177/
1461444810370949.
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mental model, the better. But creating a rich mental model and becom-
ing immersed in it isn’t about the hardware. The way it shows us the
content is key, too.

Controllers and sensory channels aside, if we are to form a detailed
picture of a physical space from what we see on a computer screen or
even a 3D display, we need a little help. The medium has to contribute
to this little mental dance by providing what cognitive psychologists call
spatial cues. Early games like Wizardry: Proving Grounds of the Mad
Overlord and Wolfenstein 3D used simple cues, such as converging
lines, that created an illusion of depth. You knew you were looking
down a hallway in these games because the lines seemed to converge on
a vanishing point in the distance. Since then, game developers have
started using additional tricks, such as dynamic lighting, depth-of-field
manipulations, and parallax scrolling, where elements in the back-
ground scroll slower than the foreground. And, of course, environments
where you can move in all three dimensions provide better visual cues
for world-building than do environments like 2D side scrollers. Most of
us have seen optical illusions on 2D media like paper or computer
screens that trick our brain into perceiving that one line is longer than
another, even though it’s not, and the illusion is caused by converging
lines or the old cinematography trick of forced perspective.!> Or the
way our eyes and brains use contrast to perceive color can make a bright
white square appear to turn grey when the color of the space around it
changes. Technology that is effective in creating spatial presence does
so because it hijacks our perceptual systems in similar ways. It engages
with our brain from the bottom up at a very low level—as low as reality
itself does. All these perceptual cues and brain hacks work together to
draw a clear picture of how the game world is shaped, and the richer
and more immersive that mental model is, the more likely people are to
forget about the real world and use the virtual one as their primary
reference point for where they are.

But are cutting-edge technology and virtual reality the only path to
presence? Have you never felt transported into a game based on sim-
pler technology? Or have you ever felt pulled into the world created by

15.  The Mike Abrash YouTube video cited in note 5, above, includes some great illustra-
tions of these illusions. Also see Scott Murray, Huseyin Boyaci, and Daniel Kersten, “The
Representation of Perceived Angular Size in Human Primary Visual Cortex,” Nature Neuro-
science 9, no. 3 (2006), doi:10.1038/nn1641.
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a good book or movie, for that matter? I know I have, and to understand
how, let’s set aside head-mounted virtual reality displays, billion-dollar
buyouts, and perceptual illusions. Instead, let’s visit two ordinary
houses in the Pacific Northwest of the United States—one of them real
and the other one virtual. Oh, and we’ll need to make a quick stop at
the ruins of a sunken, underwater paradise while we’re at it.

GONE TO RAPTURE, GONE HOME: THE IMPORTANCE OF
GAME DESIGN AND CONTENT

Steve Gaynor began his journey into the big leagues of game develop-
ment years before Palmer Luckey started tinkering with virtual reality
headsets. Gaynor started down his career path in 2005, working in
various quality assurance departments where he tested code and looked
for bugs in games still under development. Not fulfilled by poking
around in the virtual worlds created by others, Gaynor spent his free
time playing with development tools to create amateur levels in the
first-person shooter game F.E.A.R. That experience helped Gaynor pull
himself up out of quality assurance and into a job designing real levels
for the F.E.A.R. franchise at Houston-based TimeGate Studios. Instead
of documenting geometry errors and crash bugs, Gaynor was designing
his own little slices of a game world. After that, opportunities took him
back to the San Francisco Bay area to do more work as a level designer
at 2K Marin, which had recently been tasked with creating the sequel to
the immensely popular Bioshock game.

I feel any discussion of presence in video games would be incom-
plete without diving into Bioshock, since it exemplifies the concept so
well. Bioshock takes place in the ruined, undersea city of Rapture. It's a
setting that seems like something a college sophomore clutching a copy
of Ayn Rand’s Atlas Shrugged with one too many beers in him might
come up with. But as weird as that sounds, the concept works, and
many gamers—including me—consider their first steps off the bathy-
sphere and into Rapture to be one of the most gobsmacking moments
in gaming history. The Bioshock game was so intricately detailed and
artfully made that their environments didn’t feel like levels or maps the
way most other first-person shooters had up until then. Rapture felt like
a coherent world that you could explore and experience.
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Appropriately enough, 2K Marin’s sequel to Bioshock was named
Bioshock 2. Gaynor was assigned to help design the very first area that
players visit after starting the game: the dilapidated ruins of Rapture’s
Adonis Luxury Resort. This is an area that’s like a checklist for the
Bioshock design ethos of immersion and environmental storytelling.
The dilapidated hotel feels like something that was once beautiful but
that had been wrecked through neglect and unchecked ambition. Pink
coral and fronds cover much of the walkways, and the local lunatics had
defaced those walls not already dripping with seawater. Many of the
intricate details serve no other purpose than to make the hallways feel
like a part of a bigger society. Advertisements, furniture, even bath-
rooms all told a story about the fall of Rapture. Like the first Bioshock
game, it was far more detailed and more realistic than most gamers
were used to at the time.

Gaynor got a chance to continue that emphasis on detailed world-
building and player engagement in his first job as a lead designer on
Minerva’s Den, the downloadable expansion for Bioshock 2, then as a
lead level designer in the early days of the game’s spiritual successor,
Bioshock Infinite. But despite working on one of the industry’s most
beloved franchises, Gaynor announced in December 2010 that he and
two former co-workers, Johnnemann Nordhagen and Karla Zimonja,
were breaking away to form an independent game development compa-
ny called the Fullbright Company. The trio secured a small house in
Portland, Oregon, that they would not only work out of but also live in.
And to make things even cozier, Gaynor’s wife also lived there. The
Fullbright Company’s first project, later revealed as Gone Home, would
apply lessons learned from Bioshock. Like the house the company oper-
ated out of in Portland, its setting was about as far from a fantastical
underwater city as you could get.

Instead of giving you a fully populated city or a sprawling, sunken
ruin to explore, Gone Home plops you into the role of a young woman
returning from a long trip to find that her family’s new but otherwise
unremarkable house is empty. There’s just a cryptic note from the pro-
tagonist’s younger sister that kicks off your investigation into what the
hell happened. It’s an incredibly detailed world, and the gameplay con-
sists entirely of exploring the house from a first-person perspective,
picking up and inspecting objects to glean the information you need to
complete the game’s story. Despite how different it is from big-budget,
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open-world games or the virtual reality glitz of the Oculus Rift, Gone
Home is the most immersive game I've ever played. It’s a textbook case
of how research on the psychology of spatial presence can be harnessed
and put to work creating game environments that make you lose track
of the technology between you and them, to the point where you really
feel like you're there.

What psychology? I'm glad you asked! Yes, you did. I heard you. So
let’s get back to our friends Matthias Hofer, Werner Wirth, and Tilo
Hartman, who formulated that two-step process of spatial presence
described earlier. The vivid, deep, and convincing presentation of a
game world created by technology is important, but the researchers also
identified additional aspects of a medium that are important for draw-
ing us in. And it just so happens that Gone Home provid