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PREFACE

In the First Edition of The Routledge Companion to Video Game Studies, we had the pleas-
ure of working with many of the major researchers in game studies, as well as with new
and promising scholars coming from a wide range of disciplines, all of which has broad-
ened and enriched our own perspectives regarding the field. When asked to do a Second
Edition, we both agreed that we wanted to do more than just an update; we wanted to add
a substantial number of new chapters, while at the same time keeping all of the existing
ones, which would be updated as needed. As before, we begin with Technological Aspects,
considering the machinery that makes games playable and that underlies all games and
systems. One new chapter, “Preservation”, addresses a topic that is becoming ever more
important as an increasing amount of game history, and even games themselves, is being
lost as technology changes. The next section on Industrial Aspects is entirely new to the
Second Edition and covers the topics of digital distribution, the free-to-play business model,
economy, game labor, globalization, indie games, and triple-A games. Formal Aspects are
explored next, and these are concerned with design, graphics, and sound, and the way they
are used in game structures. Here, too, a new chapter, “Augmented, Mixed, and Virtual
Reality”, is included to reflect new types of games that have greatly expanded in the past
decade. Moving up another level, Playfulness Aspects examines the experience of video
gaming, the ways games are used, and what they have to offer players. The next section on
Generic Aspects looks at some of the popular genres of video games and their connection to
video games in general. A new chapter on esports has been added to this section to reflect
its growing importance in the arena of sports games. From there we move out to Cultural
Aspects, considering such topics as convergence, ecology, education, violence, and more,
with a new chapter, “Player Practices”, added to the Second Edition. Closely linked to these
are Sociological Aspects, which examine the way video games depict, engage, and influence
human beings, both individually and in groups. Three new chapters have been added to
this section on the topics of disability, diversity, and identity. Finally, Philosophical Aspects
covers a broad range of topics including cognition, ideology, meaning, ethics, ontology,
transcendence, and more.

As mentioned, most of the chapters have been updated to include more recent research
and address changing trends and directions in the study of video games, and they attempt
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to consider games from many different standpoints. Naturally, we realize that a single vol-
ume, even an expanded one, can still give only a sampling of the many topics and lenses
through which video games can be considered and studied; and as time passes, the field of
game studies will continue to grow, just as its object of study expands and evolves, as games
find new forms and venues and create new experiences for their users. It is our wish, then,
that readers will find the Companion useful for its summaries of existing work in the field
and for its variety of writing styles and chapter structures — there are indeed many ways to
write about video games and different methodological approaches. Above all, we hope that
it will be a point of departure for the readers’ journeys into the vast regions of inquiry that
are hinted at in the chapters but remain largely unexplored.
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1
ARTIFACT

Olli Sotamaa

The term “artifact” can refer to many different things. Common definitions describe an
artifact as “something created by humans usually for a practical purpose; especially: an
object remaining from a particular period” and “something characteristic of or resulting
from a particular human institution, period, trend, or individual” (Merriam-Webster’s
Online Dictionary, 2012). The word itself was coined in the early nineteenth century, and
it comes from two Latin words: arte (from ars) that means “by skill” and factum that is
the past participle of facere, to do or to make. All artifacts are characterized by this twin
relationship between doing and making that is found in facere. Accordingly, “an artifact
is anything that we can design in the very large sense of the word” (Friedman, 2007, p. 7),
including both the artifacts of doing and the artifacts of making.

In his classic essay “Do Artifacts Have Politics?”, Langdon Winner contemplates two
ways in which technological artifacts can embody specific forms of power and author-
ity. He discusses both the “instances in which the invention, design, or arrangement of
a specific technical device or system becomes a way of settling an issue in the affairs of a
particular community” and the “man-made systems that appear to require or to be strongly
compatible with particular kinds of political relationships” (Winner, 1986, p. 22). While
video games surely partake of both categories, they at the same time question the stable
ontological status of “man-made” objects and pose the question concerning artifactual
agency (Giddings, 2005). The question arises, then: how do the general definitions help us
understand games?

With their military origins, emergent and programmable nature, and ubiquitous popu-
larity, video games provoke multiple scholarly approaches. The study of games as artifacts
may be roughly characterized in three parts, each highlighting a different key aspect of
contemporary video games. First, the history of video games highlights the importance of
approaching video games as material artifacts. Second, studying video games as software
artifacts sheds light on the very “digitality” of these games and highlights the role of proce-
dural rules in the meaning-making process. Finally, games need to be examined as cultural
artifacts that carry embedded meanings and ideas and are socially shaped in production
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and use. By introducing, evaluating, and integrating the aforementioned perspectives, this
chapter aims at teasing out the value of artifactual approach for the study of video games.

The Materiality of Video Games

In many ways, the known history of games is a history of artifacts. The current understand-
ing of the origins of gaming is largely based on historical artifacts unearthed at archeological
sites over the world. Earliest known dice, gameboards, and other ancient gaming equipment
can shed light on the forms and nature of play even in preliterate societies. A closer look at
recent video game exhibitions in museums indicates that also the history of video games is
intimately tied to material manifestations of gaming. The major attractions of these exhibi-
tions include arcade cabinets, early home consoles, and exotic gaming peripherals, in other
words, material artifacts, the objects remaining from a particular period.

The historical perspective also nicely highlights how artifacts are not stable but change
over time. For example, the game of chess has several origins. Its predecessors can be found
in India, Persia, and East Asia. The game has existed in several different variations over the
centuries, and the chess pieces we recognize today were designed only in medieval times
to satisfy the European taste and to reflect the feudal social hierarchy of the time (Parlett,
1999, pp. 276-331). Similarly, the products of the modern video game industry have a
potential to capture, archive, and communicate the cultural, social, and economic ideas and
behaviors typical of particular periods and societies. One of the often-repeated anecdotes
quintessential to video game culture is the story of the Atari cartridge burial. According
to the story, Atari Corporation drove truckloads of merchandise, including several mil-
lion unsold and returned cartridges of E.T. The Extra-Terrestrial (Atari, 1982) to a New
Mexico landfill site in 1983 (Donovan, 2010, pp. 108-109). The burial made the E.T. game
cartridge an iconic gaming artifact and a key symbol of the North American video game
industry crash of the time.

At this point, someone who has been closely following the developments of the global
game industry might point out how the recent industry trends accentuate virtualization, per-
vasiveness, transparency, and immateriality. And indeed, the buzz around virtual items, dig-
ital distribution of games, cloud-based gaming services, and controller-free interfaces seems
to question the significance of hardware. In fact, sometimes it appears that setting players
free from the chains of material artifacts has become a widely shared industry dream. Inter-
estingly, a closer look at contemporary game cultures still reveals a rich body of meanings
attached to gaming hardware and other material manifestations of digital gaming.

In his study of PC case modding, Simon (2007) points out how the gaming experi-
ence is importantly connected to the material pleasures of embodied practice. Despite the
mainstream information technology rhetorics that foreground the processes of immersion,
dematerialization, and virtualization, gamers seem to find multiple ways of appreciating
and celebrating the very machines that enable and facilitate their playful behaviors. Accord-
ing to Simon, case mods act both as representations of gamer identity and as “material
instantiations or enhancements of the gaming experience” (2007, p. 188). In other words,
the presence of customized gaming machines allows the gaming experience to continue even
outside the immediate gaming instances. Similarly, we can find empirical data to show how
game cabinets, cartridges, discs, boxes, and other related materials can operate as impor-
tant carriers and mediators that provide games cultural value that surpasses the passing
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gaming instances (Toivonen & Sotamaa, 2011). Phenomena such as game collecting associ-
ate games with more general themes of identity, sociability, and history. Storing, organiz-
ing, and putting games on display can have an important role in creating a particular gamer
identity, gathering subcultural capital to be communicated to other devoted enthusiasts,
and ensuring the opportunity for reminiscing and recalling past gaming experiences.

The aforementioned studies concerning video games as physical artifacts can serve as a
healthy reminder of how even today digital games should not be reduced to mere code lines
running along electrical cables. In fact, a steady growth in popularity of exclusive collector’s
items, high-end gaming peripherals, and hybrid games and toys indicates that demateriali-
zation is surely not the only trend defining the future of commercial video games. At the
same time, it is clear that the very “digitality” of video games deserves more attention. So
in the following, I elaborate more on the implications and consequences of making games
out of code.

Games as Procedural Artifacts

A glance at the history of computers reveals that the difference between hardware and soft-
ware is not clear-cut, but there is significant overlap between the two. For early hackers,
responsible for the first video games, creating software was not possible without manipulat-
ing hardware. In the 1980s, fiddling and tinkering with computers was at least still as much
about hardware as it was about software (Swalwell, 2012). All in all, the idea of having sep-
arate roles for a mechanic, a programmer, or a user is very recent, and according to Simon
(2007, p. 179), a result of a conscious “counter-reformation” process in computer systems.
Recognizing the complicated but necessary relation between the higher-level symbol func-
tions (software coding) and material conditions such as voltage differences (hardware level)
suggests that all software is and will also in the future be intimately tied to its material basis
(Kittler, 19935; Parikka, 2012).

The emerging field of software studies accentuates the importance of conceiving soft-
ware as a distinct theoretical category. It is argued that the wider cultural analysis of com-
putational and networked media often lacks the profound understanding of how software
functions and thereby directs its use and users (Fuller, 2008, pp. 2-3). From a games per-
spective, this agenda calls for more attention to the computational processes that essentially
make video games function.

In order to explicate the expressive potential of software, Noah Wardrip-Fruin (2008)
has invented the notion of “expressive processing”. The term is meant to evoke two differ-
ent issues. First, computational processes should be seen as means of expression for authors
such as game designers. At the same time, expressive processing points out how “the shapes
of computational processes are distinctive — and connected to histories, economies, and
schools of thought” (2008, p. 4). If processes determine the techniques and logics that make
things work, procedurality is often used to refer to the ways of creating, explaining, or
understanding these processes (Bogost, 2007, pp. 2-3). Much of the theorization influenced
by software studies places this concept at the heart of its agenda to understand video games
as software artifacts. While Bogost calls for “procedural rhetoric”, a new type of rhetoric
tied to the computer’s ability to run processes and execute rule-based symbolic manipula-
tion, Mateas argues in favor of “procedural literacy” that helps scholars “grabble with the
essence of computational media” (2005, p. 101).



Olli Sotamaa

A crucial starting point for procedural approaches is Murray’s ([1997] 1998) notion that
the uniqueness of digital games is, among other things, based on their procedural nature. In
other words, digital games are always intimately tied to the ways in which computers oper-
ate. Procedural systems excel in generating behaviors that are based on rule-based models.
Rather than creating representations per se, software authors such as game designers write
code that enforces rules to generate representations (Bogost, 2007, p. 4). Accordingly, much
of the meaning of the game is argued to be encoded in the procedural rules (Mateas, 2005).
Simulation rules are applied to present embedded values, and by decoding and appropriat-
ing this ensemble, players generate the meaning. Thereby, procedurality is not only seen as
a key characteristic of video games, but also “as the specific way in which computer games
build discourses of ethical, political, social and aesthetic value” (Sicart, 2011).

In his overview of procedurality, Sicart (2011) pays attention to how the aforementioned
arguments work to justify the cultural validity of video games as an important medium of
expression and thereby provide an alluring discursive basis for serious games design. How-
ever, the benefits of proceduralism are, according to Sicart, often accomplished by disre-
garding the creative and expressive involvement of play and players. Accentuating the role
of coded rules in meaning making may lead to the conceiving of players as mere activators
of embedded meanings. At the same time, empirical studies indicate that players actively
negotiate, change, and discard rules and create entirely new and unexpected uses for video
games (Taylor, 2006; Consalvo, 2007; Sotamaa, 2010).

Taking seriously the creative, subversive, and productive aspects of play that highlight
the co-creative nature of ludic experience leads us to question the key hypotheses of pro-
ceduralism. At the same time, the forms of player production suggest that software can
indeed operate as a powerful medium of expression, not necessarily only for designers,
but at least as importantly for the players of these games. As Manovich (2001, p. 258)
argues, different forms of new media make it hard to establish clear boundaries between
production tools and media objects. Game cultural phenomena such as game modifica-
tions and machinima movies nicely highlight the nature of video games as malleable and
re-programmable software artifacts. In the hands of avid players, these artifacts turn
into tools and versatile means of expression (Jones, 2006, pp. 269-270; Sotamaa, 2009,
pp- 90-91).

This section has highlighted both the expressive potentials of video games and the crea-
tive gaming practices that surround them. This logically leads us to examine the overall
cultural and social nature of video games. After discussing games as material objects and
software compositions, the final part of this chapter takes a look at video games as cultural
artifacts.

Symbolic Meaning Making and Socially Constructed Technologies

The particular cultural nature and role of video games has been actively debated in the game
studies community over the past decade. These days it is widely agreed that the creative
involvement of the player is a necessary and characteristic element of any game. In other
words, games must be played as their meanings are inherently co-created in a dialogue
between game developers, game systems, and game players. Mayra (2008, p. 19) differenti-
ates between semiosis, meaning making through decoding of media representations, and
ludosis, meaning making through playful action. Thus, while understanding contemporary
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video games necessitates skills similar to those needed in watching movies, listening to
music, or reading poetry, games also entail and require a variety of competences specific to
them. In the process of learning the game, a player acquires not only the explicit rules but
also the implicit conventions and guidelines of the game. Accordingly, players simultane-
ously adopt both the practical ways in which the game is played and the larger notions of
what it actually means to play a particular game (Mayra, 2008, p. 19).

The actual meanings attached to playing video games are still largely dependent on the
socio-cultural context of this play. According to social constructivist accounts, one should
never take the meaning of a technical artifact as residing in the technology itself. Instead,
technological systems such as modern video games acquire their meaning through a com-
plex collection of social interactions. Analyzing the interpretive flexibility an artifact pos-
sesses makes us more aware of the interests, choices, and value judgments that steer the
stabilization of particular meanings over others.

Giddings (2005) argues that approaches grounded in humanities and social sciences
are often too limited in their notion of agency. Stretching the idea of interpretative flex-
ibility to an extreme will inevitably lead to underestimating the impact of the technologi-
cally based foundation of video games. Giddings points out that proper analysis of the
instances of play and their wider contextual frames requires a recognition and theorization
of technological agency and that game studies would in this respect benefit from consult-
ing the actor-network theory (ANT). ANTian approaches aim at overcoming the human/
nonhuman divide in distributing agential properties and conceiving artifacts as embodied
knowledges and actions (Latour, 2005; Shiga, 2007). Accordingly, video games and their
players should be approached as a network of actors that both work together and influence
each other. Artifactual agency works in subtle and intricate ways, but as machines become
more complex, their agency seems to become increasingly believable. Online play, defined
by a network of routers, protocols, access codes, distribution platforms, software updates,
rating algorithms, community services, and many other components, is a paradigmatic
instance of a system that carefully specifies who can play and on what terms. Furthermore,
it is not uncommon that players intentionally attribute agency to nonhuman actors such as
machines that run specific cheating software or macros designed to automate selected game
tasks through artificial intelligence routines.

As implied by the general definition discussed in the beginning of this chapter, the term
“cultural artifact” is often used when referring to something that is found to be charac-
teristic of our time and culture. Thus, an artifactual approach aims not only to reveal the
“constructedness” of video games, it can also be used to uncover what video games are
actually able to teach us about life in today’s society that is increasingly defined by omni-
present global networks of circulation. Kline et al. (2003) describe video games as the ideal
commodity of post-Fordism that — both in production and consumption — embody the
central forces of the current regime of accumulation. If typical Fordist commodities such
as cars, suburban housing, and appliances were characterized by “massification, durability,
solidity, structure, standardization, fixity, longevity, and utility”, post-Fordist commodi-
ties such as video games are governed by a metalogic of the “instantaneous, experiential,
fluid, flexible, heterogenous, customized, portable, and permeated by a fashion with form
and style” (2003, p. 74). With their ability to effectively colonize people’s leisure time and
to provide the basis for entirely new industries and markets, video games may seem like a
“dream” commodity for post-Fordist capital. At the same time, games and their reliance
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upon a workforce of digital artisans and netslaves also highlight “the most acute instabili-
ties and uncertainties of the new regime” (2003, pp. 76-77).

This quick overview of games as cultural and social artifacts shows that by being critical
of both technological determinism and social reductionism, game studies can move on to
examine more closely the exchange of properties between video games and their players.

Coda

I began this chapter by discussing the material manifestations of video games over the dec-
ades. Given that we are talking about digital games, this may not have been the most obvi-
ous point of entry. The later sections of the chapter have, however, confirmed the central
importance of this perspective. As it limits any consideration of materiality and technologi-
cal agency, Giddings (2005) notes how taking a critique of technological determinism to
an extreme and focusing solely on the symbolic aspects of video games can be damaging.
Software studies take a critical stance toward the supposed “immateriality” of software and
brings out how the materiality of software operates in many scales through limitations and
affordances it provides (Fuller, 2008, p. 4).

All in all, the artifactual approaches discussed in this chapter open various intriguing
opportunities for video game studies. Together they provide understanding of both how
games function and get their meaning and what is the relationship between games and their
players. The concept of “artifact” helps us to conceive of the forms of technological agency
invested in video games and their material manifestations. Perhaps most importantly, turn-
ing focus on games as artifacts can help create dialogue between perspectives that stress the
power of game systems over their players, on the one hand, and standpoints that accentuate
the creative and productive potentials of play, on the other.

Finally, as Parikka (2012) points out, materiality is not just machines and objects, but is
closely associated with the global circulation of raw materials, goods, and waste. The video
game industry not only relies on constantly changing hardware based on minerals mined in
developing countries and produced in undesirable working conditions by cheap labor, but
it also generates remarkable amounts of electronic waste. Similar to other electronics, gam-
ing equipment is often discarded after a relatively short use-period. Most manufacturers
have developed reuse and recycle programs, but three decades after Atari’s infamous video
game burial, significant amounts of computers, mobile phones, and game consoles are still
dumped into landfills and incinerators or exported to scrap yards in developing countries.
In addition, cloud services, widely advertised as a clean and trouble-free alternative, are
based on data centers that consume tremendous amounts of electricity often generated from
non-renewable sources of energy. So far, the academic study of video games has done very
little to connect the constantly increasing consumption of natural resources and energy and
the toxic substances leaking back into nature to the entertaining and moving experiences
provided by video games. As game researchers, we should pay more attention to this com-
plex artifactual nature of video games all through their lifecycle.
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2
ARTIFICIAL INTELLIGENCE

Robin Johnson

A game reviewer opened her review of Rockstar Games’ Grand Theft Auto V (2013) on
IGN.com with a seemingly small moment of gameplay that is one of her favorites. As she
explores a mountain path on an all-terrain vehicle, she nearly runs over a group of non-
player-character (NPC) hikers. As they scatter off the trial to avoid being hit, one of the
NPCs shouts, “typical”! (MacDonald, 2013).

The anecdote describes a moment of artificial intelligence (AI) without calling it by
name. Al in video games takes some action from the player or state in the game world and
determines an appropriate behavior or action, usually from an NPC. So in response to the
reviewer driving the ATV at a specific moment in time (day time, when hiking realistically
occurs) and at a specific location in the game, AI moves the NPCs away from the oncoming
danger and triggers an audio response to express annoyance.

Grand Theft Auto V is filled with such moments where the player feels like anything can
happen because the open world contains hundreds of NPCs that are seemingly living their
own lives, and it speaks to the larger idea behind the development of Al in video games.
At its core, the purpose of Al is to make video games believable, fun, and challenging to
play. When Al is done well, an average player takes the enjoyment from it without thinking
about the algorithms and data structures behind it. But when Al is not done well, it is very
noticeable. Talking about the technical bugs in Bethesda’s Fallout 76 (2018), a reviewer
wrote that he watched a hulking crustacean unable to move because it got stuck in a rela-
tively small batch of trees (Tyrrel, 2018). Seen through the technical lens of Al, the bug
represents the inability of an NPC to properly move through the game space, which is one
of the three primary elements of Al in video games.

Al in the majority of games focuses on moving characters, making decisions about where
to move, and thinking tactically or strategically to perform appropriate actions (Millington,
2019). Decision-making is a core technique in game Al development with behavior trees
currently favored by many game developers. However, older or alternative techniques of
decision-making Al are still employed when appropriate for the task at hand, including
finite state machines and goal-oriented planning. Navigation or movement of characters
is also an important aspect of game Al, and the major techniques applied in video games
involves creating a navigable area for character movement and methods for optimizing
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movement based on pathfinding algorithms. Tactical and strategic decision making and
movement for groups of NPCs are common techniques. Machine-learning-based Al is
growing in importance for the technology sector, and Al researchers are applying it to com-
pete against human players in strategic games while also exploring its ability to enhance
decision-making of enemy and collaborative NPCs.

The ability of a video game character to decide what to do in a given situation describes
the area of Al in games that focuses on decision-making ability. For many game players,
this is the most visible element in an interaction with enemy or cooperative Al In gen-
eral, NPCs make decisions based upon internal knowledge that the character or groups of
characters possess as well as external knowledge from the game environment. Internal and
external knowledge are the input for making a decision, and the output is an action that is
carried out, a change to the character’s internal state or goal, or both (Millington, 2019).

Decision Making With Behavior Trees

A behavior tree is an approach to modeling decisions and actions of NPCs that is an algo-
rithm of tasks that determine what action to take or how to navigate through the behavior
tree. Behavior trees have a structure of different kinds of nodes, such as sequence, service,
selector, conditional, and leaf/action nodes. From a game development standpoint, behav-
ior trees are visually intuitive, and they are easier to design and debug compared to other
decision-making Al techniques such as finite state machines (Agis et al., 2020). Microsoft
Game Studio’s Halo 2 popularized behavior trees in video games in 2005, and they are now
included as a tool in game engines such as Unreal 5.

A simple behavior tree is made up of condition, action, and composite tasks. Tasks
are executed and return with either a success or failure code. Condition tasks check on
game properties. For example, is the player in the line of site of an NPC? Action tasks
alter the state of the game, such as the movement of a character. Condition and action
tasks make up the leaf nodes of the behavior tree. Composite tasks are the branches of
the tree that keep track of conditions, actions, and sub-composites under them. A selec-
tor composite returns a successful code when anything under it returns a successful code.
This models a decision-making process. First, the NPC will try one action or test one
condition, and if there is a success code, then that is the decision it will make. There is
no need for trying other actions or checking other conditions since the first is successful.
If the first one is a failure, the next is selected, and so on until all are tried. A sequence
composite does the opposite, returning a failure code when anything under it returns a
failure code (Millington, 2019).

Behavior tree Al determines the most appropriate action based on what is happening
in the game world. It can include multiple factors, including what the playable character
is doing, actions of other NPCs, the characteristics of the type of NPC, the state of envi-
ronmental objects, and the availability of interactable objects. Additionally, decisions and
actions can be prioritized and reprioritized depending on what is happening in the game
through selector and sequence composite tasks. Creative Assembly’s Alien: Isolation (2014)
has a sophisticated behavior tree representative of how triple-A game developers build
decision-making systems from a behavior tree. The tree that determines the alien’s hunt-
ing, ambushing, and killing of the player has 36 branches from the root. The alien has
multiple modes of vision to aid in detecting the player. It responds to the player differently
depending on whether the player has a weapon or not. The alien responds to touch and to
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flamethrower fire, which does the most damage, triggering a retreat or a quick attack and
retreat. It can hear noises from loud to soft and respond by investigating an area or running
toward the source of a loud sound like weapons fire (Thompson, 2020).

An NPC can perform a number of decisions or actions based upon the tree that is devel-
oped, and some decisions can lead to more decisions or actions. For example, if the player-
character enters an NPCs field of vision with a weapon drawn, the NPC could retreat, seek
a safe area to avoid being killed, or engage in combat. Retreating can be executed by a flee
action to an area that is safe from ballistic fire. Seeking a safe area could mean throwing a
smoke grenade to reduce the chance of being hit or running to the nearest cover point and
crouching behind an obstacle. Engaging in combat could be a number of sub-actions, such
as firing an equipped weapon, moving to a vehicle that has better weapons and firing, or
switching weapons and firing based upon the distance between the NPC and the player-
character. After performing the most appropriate action, the behavior tree could go back to
its original root activity, or another behavior tree could be triggered based upon changes to
the game world. Further, certain selectors or actions can be deactivated from the behavior
tree based upon the current state of the game or the context. The flee action may be deacti-
vated, for example, if the NPC is ten levels more powerful than the player.

Decision Making With State Machines and Goal Oriented Planning

Finite-state machines (FSMs) simulate sequential decision-making by creating a series of
states with an initial state running until something happens in the game to cause it to move
to another state or sequence of states in response. Only one state can be active, and different
actions occur when the machine transitions from one state to another (Bevilacqua, 2013).
Game designers determine what factors and events in the game trigger the system to tran-
sition to another state and what the best state is to transition to. Triggering factors come
from an individual NPC, what the player or other NPCs are doing, or information about
the change state of the game space.

State-machine Al is used when a game designer wants an NPC to continue to do one
thing unless an in-game event triggers the need for it to do another. An enemy NPC patrols
an unrestricted area. The player-character entering its vision, but without a weapon drawn,
will change the internal state to suspicious and may change the external state to follow.
Having a weapon drawn within the NPC’s sight could change the internal state to danger
and trigger any number of external states.

Valve’s PC game Half-Life (1998) is well known for developing finite state machines to
produce groundbreaking and influential enemy NPC Al (Thompson, 2019). NPCs in the
game are assigned a type and given an initial state, such as being idle or alert. Each NPC
is capable of performing dozens of tasks, which are different states in the state machine.
Examples of states include waiting, walking to the player-character, finding its way to the
player-character, attacking, dodging, and finding cover for combat. Transitioning to appro-
priate states is based upon a number of factors set up through the Al system. The type of
NPC in the game, such as soldiers or scientists, has access to similar states, but transition
to ones that make sense for their character. Schedules group and determine an appropriate
sequence of states while goals link schedules together into an overarching action plan such
as attacking, moving, and taking cover. NPCs also have information about game conditions
and sensors to update the information and transition between states if a schedule’s set of
conditions are no longer true.
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Monolith Productions’ First Encounter Assault Recon (FEE.A.R.) (2005) employed a
novel approach for its enemy NPC Al goal-oriented action planning (“Building the Al of
FE.A.R.”, 2020). A planning system determines the series of decisions to move from one
of three states in a finite state machine. The NPCs are assigned a range of different types of
goals, such as kill the player, call the squad to a location, find cover, or ambush the player,
as well as different types of actions it can perform in service to the goals. Each NPC takes
in a number of factors during gameplay to determine which goal and actions are the most
appropriate. Factors are individualized and collective or squad based. For example, each
NPC takes in factors such as seeing the player, but may also factor in what other NPCs are
doing. The planning system dynamically reacts to what is happening in the game to deter-
mine the best goal at any given time. An NPC that sees the player but is alone may move to
cover and fire from behind cover. Once other NPCs show up at the scene and take positions
and fire on the player, the first NPC factors in the new state of play and may try to advance
from cover knowing that squad assistance makes advancing the most optimal goal.

Navigation and Movement

Navigation Al is the use of Al to ensure that NPCs can move around in a believable man-
ner in a video game environment. One of the most frequent requirements in game Al is to
have NPCs move from one location to another. Movement is determined by factoring in
geometric data as input and determining output data, which corresponds to where the NPC
is in the game space and where it should travel. Additional parameters are used to fine tune
Al movement such as movement velocity, character orientation and rotation, obstacle and
character avoidance or separation, collision detection, and steering. An Al system can use
a search algorithm to determine the best or most natural movement path. The principles
of moving individual characters have been developed to include coordinated movement for
squads of characters. Formation motion — moving a group that maintains a shape — is used
as an Al movement technique in a diverse range of genres, including sports games, driving
games, real-time strategy, and first-person shooters (Millington, 2019). Navigation Al is
such an essential part of game Al that the most widely used game engines on the market,
including Unity and Unreal, have pathfinding development tools.

A player’s immersion in a game is interrupted when NPCs are not able to move naturally
through the environment. They can appear to get stuck, such as the animation of a charac-
ter walking while directly facing and abutting a wall, or they can appear to traverse through
solid objects. At these moments the lack of intelligence becomes apparent.

Game designers and programmers use a navigation mesh to establish the most compre-
hensive movements of NPCs. A navigation mesh is the rendering of a space into a series of
connection points made up of polygons. The navigation mesh stores data about a region
of space that allows an NPC to move across it. The mesh provides information about
whether a particular surface is accessible or not and how surfaces connect with each other.
The mesh can be used to prioritize movement through ideal pathways to make character
movement more believable. For example, parameters can be established to prioritize move-
ment of pedestrians on sidewalks rather than in the middle of the street in a game like CD
Projekt’s Cyberpunk 2077 (2020), or for characters to climb over obstacles rather than go
around them. In Ubisoft’s Far Cry 6 (2021), for instance, the player or an NPC can ride a
horse along a winding trail, but the horse will stop before a tunnel that is not high enough
to accommodate horse and rider. The navigation mesh takes this into account and reroutes
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movement to a more traversable path just as it does when the player or NPC dismounts and
is able to walk through the tunnel.

Links are used to manage where and how characters can cross between accessible areas
in navigation meshes. Characters need to be able to move between specific points that are
not connected in a three-dimensional space, and links show the animations for this move-
ment. For example, if a character needs to climb to the roof of a building, a ladder can be
used as the link between the ground and roof outdoors, and if a character needs to jump
from one free standing building to another, a link is created between the two areas, and a
jump animation is called to represent that on-screen.

Pathfinding or path planning is a widely used method in game AI to make believable,
optimal, and intelligent decisions when moving an NPC from one location to an end goal.
The development of pathfinding Al is based upon the A* (pronounced A star) algorithm.
In general, the A* algorithm calculates the best possible route from one location to another
in the game world by comparing waypoints, their connection with other waypoints, and
assigning values or a cost to each waypoint on a graph data structure. Each successive way-
point with the best value in terms of distance and speed of travel among the other options
is the path on which the NPC will move (Matthews, 2002). The relative costs associated
with optimizing movement are determined by the game environment and the desired Al
effect. For example, moving halfway around a city block might cost more time than moving
through rooms of a building to get to the same point. A* pathfinding is combined with the
navigation mesh in 3D environments by using the polygons and links as the waypoints and
connections. Pathfinding Al can include more sophisticated movement involving hierarchi-
cal planning, can be combined with decision making, and can be implemented to reconsider
the best path in an environment that changes during gameplay.

Tactics, Strategies, and Machine Learning

Decision-making and movement Al are both scalable and can give multiple NPCs or units
the ability to perform actions using tactics and strategies. Game genres such as real-time
strategy and turn-based strategy employ Al to act strategically as another human player
would in competition with the player. Turn-based strategy games were early adopters of
strategic opposition game Al, or Al that is meant to beat or mimic the strategies of a player.
This kind of Al competes tactically against the player, taking into account information from
the state of the game world and what the player is doing to develop a winning or at least
competitive strategy. This includes the Al techniques of tactical analysis, which in general
can be defined as methods used to determine areas of danger and advantage during game-
play that are associated with how human players apply tactical knowledge.

Common group Al techniques include setting up tactical locations for the movement
of different types of NPCs. This is based upon movement and decision-making techniques
already discussed only applied in a tactical manner among groups rather than decision-
making individuals. Multi-tier Al systems are deployed when individuals and groups need
to make decisions using a behavior tree or finite state machine with additional branches
controlling group decision-making and movement. Another approach is to include infor-
mation about what other NPCs are doing in each NPC’s decision-making and movement
processes. Keeping player enjoyment in mind, when adding a player to squad-based game-
play, the cooperative squad is usually reacting and supporting the player, although there are
games that allow the player to manage the process by giving the option to issue commands
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to the squad (Millington, 2019). This is a feature of the combat system in BioWare’s Dragon
Age: Inquisition (2014).

Game developers have also created Al for other gameplay elements. Games like Valve’s
Left 4 Dead series and Ubisoft’s Far Cry series, among others, have an Al director system
that strategically places or spawns NPCs to create interesting gameplay scenarios and to
limit the number of NPC assets active at any one time. Firaxis’s Civilization series and
Mojang Studios’ Minecraft (2009) have Al that procedurally generates varied game maps
for multiplayer games, while other games employ procedural generation for terrain or asset
placement.

Further refinements and developments have seen machine learning Al that competes and
wins against human competitors in video games. Reinforcement learning Al such as Ope-
nAl Five and AlphaStar Al have competed against professional gamers and teams on popu-
lar esports games such as Valve’s Dota 2 (2013) and Blizzard Entertainment’s StarCraft
II (2010) (Hutson, 2018; “DeepMind”, 2019). Sony’s Al beat esports champion Takuma
Miyazono in Gran Turismo Sport (2017) in 2021 (Valentine & Intagliata, 2022).

There are developments from the video game industry that suggest machine learning
might be deployed more frequently in the areas traditionally associated with game Al such
as the decision-making of NPCs. A notable early use of machine learning is Lionhead Stu-
dios’ Black & White (2001). The Al was created so that the game’s main creature learns
and develops a personality by mirroring/learning from the player’s actions. More recently,
the Forza games (2005—present) racing franchise uses a deep learning system that accu-
mulates the driving habits and behaviors of all players and uses the information to govern
every Al racer in the game. This use of Al was developed to give racing against Al oppo-
nents a sense of humanity by turning the Al away from the precision of an automaton that
makes optimized decisions throughout the race.

Sony’s Al research team have announced that it is collaborating with PlayStation devel-
opment studios on using reinforcement learning for Al NPCs that teaches them how to bet-
ter compete or collaborate with the player based on trial and error. Microsoft’s Al research
team is working on similar Al systems (Stuart, 2021). Microsoft’s Al was used as a demo
where language commands given by a player resulted in actions performed for an NPC in
Minecraft. The NPC responded to typed commands by converting the command into code
using Minecraft’s APL. The NPC could perform simple and complex tasks in the game using
natural language learning text and coding examples (Knight, 2022). Machine learning is
still not widely used in game development.

Conclusion

Al in the production process is incorporated in game development through programming
proprietary tools, as in-game engine tools or plug-ins, and through third-party compa-
nies that focus entirely on Al solutions. As stated, popular game engines offer Al tools
as part of the software for creating Al, such as navigation meshes or behavior trees. Epic
Games’s Unreal Engine 5 has Al behavior trees, a navigation system with pathfinding on a
navigation mesh, and an Al perception system for NPCs. It also includes experimental Al
features, including hierarchical state machines. There are also game engine plug-ins that
can be used for Al programming. The Unity Asset Store has a host of Al Asset plug-ins for
the engine including A* pathfinding, FSM templates with visual script editors, and behav-
ior tree decision-making with tactical and individual tools. Companies such as Kythera
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Al provide complete Al solutions to game developers including navigation, behavior, and
tactical markup.

Al is an important technical element that contributes to game players’ sense of enjoy-
ment, challenge, and believability. When done well, it contributes to the immersive quality
of gaming. It doesn’t receive the level of cultural importance that other elements of video
games enjoy, such as narrative, art and aesthetics, design, and characters. Mainstream tech-
nology news sources mostly keep track of developments of game Al as it is used to defeat
human opponents in increasingly complex tactical and strategic games. The academic lit-
erature on Al in games is largely based on refining and exploring techniques for developers
to improve gameplay. Game studies literature is mostly silent on the topic of Al in games.
However, the use and understanding of NPCs are gaining some traction, and NPCs are a
strongly associated topic.

References

Agis, R. A., Gottifredi, S., & Garcia, A. ]J. (2020). An event-driven behavior trees extension to facili-
tate non-player multi-agent coordination in video games. Expert Systems with Applications, 155,
1-15. https://doi.org/10.1016/j.eswa.2020.113457

Bevilacqua, E (2013, October 24). Finite-state machines: Theory and implementation. Retrieved
May 13, 2022, from https://gamedevelopment.tutsplus.com/tutorials/finite-state-machines-theory-
and-implementation-gamedev-11867

Building the AI of EE.A.R. with goal oriented action planning. (2020, May 6). Retrieved April 11,
2022, from www.aiandgames.com/2020/05/06/ai-101-goap-fear/

DeepMind Al now keeps up with StarCraft 11 grandmasters. (2019, October 31). Gale academic onefile.
Retrieved May 5,2022, from https://link.gale.com/apps/doc/A658309543/AONE?u=mosc00780&
sid=bookmark-AONE&xid=6c32b7f2

Hutson, M. (2018). Al takes on video games in quest for common sense. Science, 361(6403), 632-633.
https://doi.org/10.1126/science.361.6403.632

Knight, W. (2022). Minecraft’s code-writing Al points to the future of computing. Wired. Retrieved
April 5, 2022, from www.wired.com/story/minecraft-ai-code-microsoft/

MacDonald, K. (2013, September 16). Grand theft auto V review. IGN. Retrieved April 8, 2022,
from www.ign.com/articles/2013/09/16/grand-theft-auto-v-review

Matthews, J. (2002). Basic A* pathfinding made simple. In S. Rabin (Ed.), Al programming wisdom
(pp. 105-113). Charles River Media.

Millington, 1. (2019). AI for games (3rd ed.). CRC Press.

Stuart, K. (2021, July 19). Think, fight, feel: How video game artificial intelligence is evolving.
The Guardian. Retrieved March 17, 2022, from www.theguardian.com/games/2021/jul/19/
video-gaming-artificial-intelligence-ai-is-evolving

Thompson, T. (2019, May 29). The AI of half-life: Finite state machines. Retrieved April 8, 2022,
from https://youtu.be/JyFOoyarz4U

Thompson, T. (2020, May 20). Revisiting the Al of Alien: Isolation. Game Developer. Retrieved
April 8,2022, from www.gamedeveloper.com/design/revisiting-the-ai-of-alien-isolation

Tyrrel, B. (2018, November 22). Fallout 76 review. IGN. Retrieved April 8, 2022, from www.ign.
com/articles/2018/11/22/fallout-76-review

Valentine, A., & Intagliata, C. (2022, February 23). A.L. has mastered Gran Turismo and one autono-
mous car designer is taking note. National Public Radio. Retrieved May 5, 2022, from www.npr.
org/2022/02/23/1080976330/ai-video-games-sony-playstation-gran-turismo-autonomous-car

16


https://doi.org/10.1016/j.eswa.2020.113457
https://gamedevelopment.tutsplus.com
https://gamedevelopment.tutsplus.com
http://www.aiandgames.com
https://link.gale.com
https://link.gale.com
https://doi.org/10.1126/science.361.6403.632
http://www.wired.com
http://www.ign.com
http://www.theguardian.com
http://www.theguardian.com
https://youtu.be
http://www.gamedeveloper.com
http://www.ign.com
http://www.ign.com
http://www.npr.org
http://www.npr.org

3
CONTROLLERS

Sheila C. Murphy and Adam Lefloic-Lebel

While video game studies has, quite rightfully, focused much attention on game actions and
representations depicted on-screen, interactivity and, crucially, modes of input for interac-
tivity are the literal engine that drives all video gaming. Without inputs and interaction,
a game is either an inert set of codes or another media like a video playing by itself to
show gameplay. But input and interaction must be structured to produce what both gam-
ers and designers seek most: compelling gameplay. Historically, video game controllers
have encompassed a wide range of analog and digital devices that serve as the point of
input — the intersection — between gamers and a game. Although individual video game
systems come with standardized controllers and game interfaces that are intended to be
used across a range of game genres, third-party controllers custom-built for specific genres
and even specific games have been part of the industry since its early days. Whether pad-
dles, joysticks, buttons, analog sticks, steering wheels, track balls, keypads, light guns, or
other objects, game controllers fundamentally structure the gamer’s experience of game
hardware and software. The controller is the yoke between player and game. It is the site of
physical interactivity that links a player with his or her in-game representation and proxy,
be it avatar or blip. It is also the technological degree zero for video games: it distinguishes
the medium from other screen-based entertainments such as cinema or television (although
the TV remote control is a technological predecessor of the game controller). These other
forms of screen leisure present fundamentally passive entertainments, even if one uses a
remote control to select between options. With a game controller, which also has pinball
and mechanical arcade game controllers as ancestors, a gamer engages with a video game’s
software program, activating and engaging in real-time with the software. This seemingly
humble, seemingly secondary, piece of technology is actual a crucial part of a video game
system, both symbolically in the way controllers are used to navigate game content and
literally in the actual connection the controller forges between a game system and a player,
as both of these components are necessary — that is, almost primal aspects of the video game
medium itself. Indeed, digital media theorist Janet Murray describes how a gamer’s immer-
sion and agency within a game often arise from one’s identification with a controller that
realistically mimics an in-game or actual object. As Murray puts it in her groundbreaking
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book Hamlet on the Holodeck: “My own immersion in the Mad Dog McCree arcade game
depended heavily on the heft and shape of the laser gun controller and on the way it was
placed in a hip-height holster ready for quick-draw contests” (1997, p. 146).

In this example, immersive game design extends to seemingly non-essential control-
ler elements such as the light gun holster, which deepen the gamer’s engagement with the
game’s narrative universe. From the earliest keypads, buttons, and joysticks to the handheld
touchscreens and systems that scan and read bodily movement (such as the Xbox Kinect
or the Oculus Quest 2), controllers define what and how we interact with video games.
As such, they can reveal a great deal about the cultural priorities and history of the video
game industry itself. This chapter focuses primarily upon video game controllers designed
as part of game console systems, not on computer game controllers or the use of computer
keyboards as controllers. There is a distinct history of computer game controllers to be
told, especially of the specialized controllers designed for specific games or genres, such as
cockpit controls or custom joysticks. But the focus here is on game controllers designed to
accompany a home console system and be used with a wide range of video games, rather
than computer games, even though controllers are making the jump from console to com-
puter more and more in recent years. Whereas game controllers likely always draw the
most attention from industry observers and gamers for their shortcomings or as objects to
abuse following in-game disappointment, controllers are more than just a punching bag or
punchline. Video game controllers indicate how this medium organizes itself around con-
trol, space, time, and the changing tastes amongst video game players.

Interaction and Control

Drawing upon philosophies of phenomenology, game scholars Andreas Gregersen and Tor-
ben Grodal have developed their theories of video game interactivity around the moments
in which gamers fuse themselves both psychologically and physically with a game, often via
game controllers. As they put it, when playing video games one enters into: “an embodied
awareness in the moment of action, a kind of body image in action — where one experiences
both agency and ownership of virtual entities. This is a fusion of player’s intentions, percep-
tions, and actions” (2008, p. 67, emphasis in original). Gregersen and Grodal’s analysis of
how video games engage both our body image and our body schema, or sense of the self as
physically embodied in the world — smartly emphasizes how the body itself is an entity that
acts and learns. This goes beyond earlier theories of video and computer game interactivity
that segregated bodily engagement from psychological or intellectual engagement.

In a key passage in his critically acclaimed study The Language of New Media (2001),
Lev Manovich derisively criticizes the existing scholarship on digital media and interactiv-
ity, proclaiming that such work mistakes physical interactivity for intellectual, thoughtful
interaction. In doing so, Manovich, like many before him, falls into the old Cartesian trap
of separating the mind from the body. Manovich writes:

When we use the concept of “interactive media” exclusively in relation to computer-
based media, there is the danger that we will interpret “interaction” literally, equat-
ing it with physical interaction between a user and a media object (pressing a button,
choosing a link, moving the body), at the expense of psychological interaction.
(2001, p. 57)
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Yet psychological interaction begins and ends with the physical interaction of the body,
because when the subject views or interacts with media, he or she does so from a specific
historical and cultural context and as the occupant of a specific materiality (body). Later
in The Language of New Media, Manovich goes on to discuss video and computer games
as exemplary digital media objects, but in doing so he mostly abandons questions of how
identification functions in regard to digital media, creating a telling absence in his text,
especially since he provocatively declares: “Interactive media ask us to identify with some-
one else’s mental structure” (2001, p. 61). Game controllers, as the literal point of contact
between the virtual and the physical, are obviously key nodal points for understanding
how psychological and physical engagement and immersion have now spilled over and col-
lapsed upon one another, at least during moments of active gameplay. But perhaps the way
controllers extend out from games themselves is also evident in the more subtle ways that
gamers develop so-called muscle memory and can physically remember or be reminded of
button sequences or movements from games when away from the console.

What both remote controls and game controllers demonstrate is how deeply physical
one’s interaction with the television can be. A controller becomes a second-nature compo-
nent in the hand of the experienced user, who operates it by rote to navigate a game world
or engage with virtual foes in a game. Video game controllers, despite their capacity to
become unremarked upon and seemingly automatic “extensions” of the gamer/viewer/user,
are crucial, tactile points of contact between the media consumer and his or her on-screen,
digital proxy, even if that proxy is as mundane as the Xbox Live Home Screen. These are
the objects through which gamer agency passes and is transformed into digital signals to
be interpreted by software and hardware. Our on-screen identities or characters in a video
game are all channeled through such controls.

Controller History

Remote control devices, which had first been attempted as a convenience device for radio
listeners, have existed on the consumer television market since shortly after World War II,
when television broadcasts penetrated the United States and television sets became reliably
available for purchase (Bellamy & Walker, 1996, pp. 18-21). While we might associate
remote controls with later eras, such as the 1980s when television styles themselves became
more fast-cut and fast-paced, remotes did exist earlier and crucially allowed television users
to imagine a way of interacting with on-screen content via a handheld device, paving the
way for the kinds of interactivity that video game systems would entail in the years to come.

Beginning with the earliest television video game consoles, such as the Home PONG
(Atari, 1975) variants sold directly by Atari and under the Sears brand name, video games
have included controllers. Often the controller signifies innovation within a video game
system, differentiating it from competitors through the ability to offer unique movements
and interactions and utilizing increasingly sophisticated technologies to connect interaction
to game software and representations. Prior to the release of the early Atari consoles for
Sears, Ralph Baer designed and produced the original Magnavox Odyssey (1972). Much as
some components for the original Odyssey blur the line between game controllers and game
elements, such as the translucent, color screen plastic overlays that gave the illusion of bet-
ter graphics, the Odyssey’s controllers were quite unique. These “player control units”, as
they were called, were rectangular boxes with knobs or “paddles” for both horizontal and
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vertical movement on-screen, as well as a reset button. One of the early elements that Ralph
Baer designed for the Odyssey was a light gun that would sell under the name the “Shooting
Gallery” as a peripheral to the system. Whereas both SEGA and Taito would release arcade
games with joysticks that mimicked airplane cockpit controllers in 1969 and 1973, respec-
tively, it was not until the 1977 Atari release of the Video Computer System, or 2600, that
a home video game system would include a digital directional joystick. Before the launch
of the Video Computer System, Atari game systems had included paddle controllers based
upon the arcade version of PONG. Fairchild Camera and Instrument’s 1976 Channel F
is another notable example of early game controller design. The Channel F is most often
recognized as being the first game system to include interchangeable cartridges; its control-
lers were long, slender tube-shaped units with a top that could be pressed like a button or
twisted directionally in eight different ways, offering relatively nuanced precision for the
era. While some competitors in the 1970s introduced track balls and keypads or membrane
keyboards, the aviation and arcade-style joystick quickly became popular. Both Mattel’s
Intellivision (1979) and Coleco’s ColecoVision (1982) home gaming systems had similar
game controllers that fused together elements of previous devices such as numeric keypads,
knobs, paddles or “circular disks” (Mattel), and small joysticks. Again, both controllers
strongly resembled television remote control devices. Mattel was also notorious at the time
for promising that their Intellivision could become a fully functional home computer with
the addition of a soon-to-ship keyboard peripheral that the company eventually canceled
after numerous production delays.

In the 1980s, the look and feel of controllers shifted most significantly when Nintendo
launched its Nintendo Entertainment System (NES) in 1985 after the United States game
market had crashed in 1983. Nintendo’s controllers didn’t look or work like the joysticks
of old. Instead, they incorporated a cross-shaped “d-pad” or digital-pad (also known as a
directional pad) and two other buttons. In this way, the d-pad allowed for a simpler inter-
face than had dominated the previous era of game controllers. The 1980s were an era of
many specialized game controllers custom-made for one or a few titles and for experimen-
tation in controller design, as with Nintendo’s cool-looking but limited PowerGlove (1989)
that was based on virtual reality technologies. It was also a time ripe for quirky control-
lers like the Roll ’n Rocker plastic board that players stand on to rock in every direction,
replacing the d-pad inputs, the voice activated head-mounted light gun LaserScope, or the
U-Force, a Broderbund produced contraption using infrared lights to translate hand move-
ments into controller inputs. Nintendo’s major competitor in the late 1980s—early 1990s,
SEGA, was known for its innovative controller design; see the full-body experience of the
Activator (1993). The company eventually overextended itself by developing multiple com-
peting consoles for the limited video game market. This trend of specific controllers eventu-
ally came back with contraptions mimicking real-life objects like the musical instruments
in the Guitar Hero (2005) and Rock Band (2007) franchises. There even was a skateboard
controller for the game Tony Hawk Ride (Robomodo, 2009).

The next major design overhaul of video game controllers came in 1997 when Sony
introduced its first DualShock controller for the PlayStation. Later, Sony controllers, as
well as the controllers developed for the Microsoft Xbox system and the Nintendo Game-
Cube, held to the same basic elements of the original DualShock. Designed to be held by
two hands, the controller includes two motors in its handles that provide vibrational force-
feedback to the gamer, as incorporated into game software by designers. Prior to being
integrated into the controllers, the vibrations came from a battery-powered peripheral,
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the Rumble Pak, that players had to insert in the memory card slot at the end of the Nin-
tendo 64 controller. The DualShock controller additionally includes two analog sticks to
be operated by one’s thumbs like a miniature joystick and multiple digital buttons, includ-
ing directional buttons. This design also evolved from the Nintendo 64 controller built to
make Mario jump from the second to the third dimension easier. Only one analog stick is
present in the middle of the three-pronged game pad, with a set of four directional “C-but-
tons”, often used for camera controls, that would later become the second stick (deWinter,
2016). All of these elements combine for a handheld device that can appear intimidating
and clunky to the non-gamer. But force-feedback-based controllers are precisely calibrated
instruments. Indeed, the original, large controllers for the Microsoft Xbox were nicknamed
“Fatty” by gamers and quickly downscaled by Microsoft to a smaller size (see Jake, 2003;
Caple, 2003). Ironically, these once-criticized early Xbox controllers are now sought after
both for retro-gaming and for playing certain series, such as Halo (Yoon, 2011). The com-
bination of analog sticks, directional buttons, and additional digital buttons also allows
for a greater complexity of gameplay and combination button sequences, as well as for the
design and play of games centered around seemingly nonsensical “button-mashing” that
often actually demonstrate precise micro-timing of actions by the gamer.

The next major development in controller design wasn’t a controller at all but the
changes in computer and communications technology that allowed for video game control-
lers to go wireless. Video game companies, including Atari, had long experimented with
wireless controllers that relied upon either infrared or radio frequency technologies. But as
game systems grew more technologically sophisticated, infrared or radio-transmitted wire-
less controllers proved to have significant limitations interacting with game systems that
had become advanced computers. Numerous third-party manufacturers developed wireless
controllers with varying levels of success, but in 2002, Nintendo introduced its own wire-
less controller that transmitted signals via radio frequency, the Wavebird, for use with its
existing GameCube system. When the next generation of video game systems was launched
(the Nintendo Wii, Microsoft Xbox 360, and PlayStation 3), they all shipped with wireless
controllers as standard equipment.

In 2003, Sony launched its EyeToy peripheral for the PlayStation 2. The device was
manufactured by computer hardware developer Logitech, known for its webcams. The
EyeToy works much like a webcam but was meant to create an immersive interface experi-
ence for gamers using games written specifically for the controller or games that could be
“enhanced” when played with the EyeToy, such as EyeToy: Play (SCE London/Europe,
2003) or several titles in Konami’s mid-2000s hit Dance Dance Revolution series. The Play-
Station 3 has a similar motion-detecting camera peripheral known simply as the PlaySta-
tion Eye. On its own, the original Eye seems more like a gimmick than a deeply interactive
device, but it significantly enabled designers to start incorporating motion detection into
games, an element that would become central to both controller and game design during
the 2000s.

The 2000s has seen the introduction of major innovations in video game controllers.
Debuting in the fall of 2006, Nintendo’s Wii Remote, or Wiimote, utilized a motion detec-
tion system based on accelerometers in conjunction with an infrared optical sensor as well
as digital buttons and a d-pad, allowing the Wii to sense a gamer’s bodily actions, to various
degrees of fidelity, in ways that previous game systems simply could not. Indeed, Gregersen
and Grodal’s (2008) discussion of the player’s body image in action seems all the more
relevant when player actions are now mapped using one’s whole body as the controller.
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Interestingly, the Wii Remote looks much more like a typical television remote control
device than its competitors’ game controllers and, when held sideways, is voluntarily remi-
niscent of the old NES controller. Yet the Wii Remote, along with a range of games such
as Wii Sports (Nintendo, 2006) or the Wii version of the cult PlayStation 2 drawing-based
game Okami (Clover Studio/Capcom, 2008), shifted attention toward game genres rooted
more decidedly around motion and movement. In 2010, after releasing the Wii Motion
Plus dongle that attached to the end of the remote and provided better motion detection,
Nintendo updated its Wii Remote by integrating it into the Wii Remote Plus, a smaller, less
cumbersome device that could more easily operate with other specialized Wii controllers
such as the Wii Zapper (2007) gun and the Wii Wheel (2008), which comes packed in as
part of Mario Kart Wii (Nintendo, 2008).

In 2010, Sony entered more decisively into the motion-based play sector of the industry
with the launch of the PlayStation Move, a motion-sensing game controller compatible with
the PlayStation 3, the PlayStation 4, and even the now current PlayStation 5. The PS Move,
like the Wii, also uses motion-sensing technologies location tracking when used in conjunc-
tion with the PlayStation Eye, and a trigger, buttons, analog stick, and directional pad. Out
of these early motion-based controllers, the most advanced is the Microsoft Kinect, which
also launched in November 2010 along with the pack-in game Kinect Adventures! (Good
Science Studio, 2010), which included five movement-based sports games that users would
run, jump, and manoeuvre through to win. The Kinect uses a combination of an infrared
depth sensor/projector, a camera, microphone, and proprietary software to provide motion
capture, facial recognition, and voice recognition. The Kinect device is designed to be arrayed
horizontally above or just below the video display that the Xbox 360 is using. When playing
a game designed for use with the Kinect equipment, the gamer essentially becomes the game
controller itself. The widespread popularity and success of the Kinect and the surging popu-
larity of movement-based dance and fitness games that use the Kinect, the Wii Remote, or the
PlayStation Move indicated that, perhaps, game controllers could become the tools of a more
specialized class of gamers, as casual gamers would continue to engage more physically and,
upsetting Manovich’s predictions, more deeply with video games that they motivate through
their own bodily activity. For now, the contrary would be more accurate, with Microsoft and
Sony going back to the classic game controller as the interface of choice between games and
players. At the same time, motion controls became used in niche games or paired with virtual
reality headsets like the Oculus Quest, the HTC Vive, and the Valve Index.

Nintendo followed its most successful home console with the Wii U (2012) and its
tablet-like controller featuring a 6.2-inch touchscreen in addition to the usual myriad but-
tons. The added display offers the possibilities for interesting gameplay elements like in
ZombiU (Ubisoft, 2012), where the player must look at their secondary, handheld screen
to rummage in their inventory without the game being paused and risking an unsuspected
attack on the primary screen. It was also used for asymmetrical multiplayer gameplay where
one player has access to more information via the tablet controller while playing against, or
with, others using regular Wii controllers.

Ultimately, the Wii U was not the success Nintendo hoped for, but it paved the way to
the hybridization of portable and home gaming found in the Switch (2017). The console
is similar to the tablet controller of its predecessor except that both of its sides are in fact
small controllers, called Joy-Cons, that slide out when you insert the screen in its dock,
transforming the Switch from a portable device to a regular home console. The versatility of
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those controllers opens players to more options when it comes to finding a place to play and
furthermore offers two-player capability from the start by sharing the Joy-Cons and hold-
ing them sideways. Motion detection is also featured in specific games like the ones found
on the Wii, PS Move, and Kinect, or to give additional ways to aim and control vehicles.

Even if it is not as prevalent anymore, the impact of motion-sensing technology can still
be seen in contemporary gamepads in a more streamlined way. Both the Nintendo Switch
Pro Controller and the PlayStation 5 DualSense controller offer built-in motion sensors in
addition to buttons, sticks, and haptic feedback devices that are now common.

The Controller-Full Future?

When one is playing a game, one enters into complicated play with not only his or her
identity but also with his or her body and its McLuhanesque “extensions”. When one
engages with digital media, these kind of modifications certainly take place — although no
one “true” identity is uncovered or left behind in the process. In the case of video games,
identity is most substantially modified by the ways that gamers can control their digital
characters — and also in the ways that gamers surrender control over themselves and their
characters in order to play. In his book Terminal Identity: The Virtual Subject in Postmod-
ern Science Fiction (1993) on science fiction and technology, Scott Bukatman theorizes how
contemporary subjectivity is often formed in front of the computer screen or terminal. The
embodied computer—human “terminal identity” that Bukatman describes offers up interest-
ing parallels to video games and how they depend upon a gamer’s interaction and fusion
with the television or computer terminal and an in-game proxy.

Much as some parts of the gaming industry are working hard on the promise of full
immersion in virtual reality and touting the sometimes-controversial metaverse (Welsh,
2022), the classic controller with analog sticks and buttons is digging its heels in. Instead
of a controller-less future that was fantasized in the Star Trek Holodeck or in Ready Player
Omne (2018), we might instead be looking at a “controllerful” future trying to maximize
interaction or immersion depending on the games and opening up gaming experiences to
as many players as possible. On one hand, the VR giants are pulling us toward fully-
embodied, physical immersion in games as we become the controller itself and toward the
ever-involving, spectacular rattles and shakes of sleeker, all-encompassing virtual reality—
based technologies, on the other hand, others like Microsoft are emphasizing the controller
and bringing gaming to players with limited mobility with the Adaptive Controller, a fully
customizable controller able to use a wide range of input methods for a uniquely personal-
ized experience, paving the way to a more accessible future and proving that there is no sin-
gle way to interact with the virtual world. These two parallel evolutions show the diversity
of ways players can and will engage with digital media. In a controllerful future, we might
see both an erasure of the controller and a multiplication of input devices and methods
ensuring that every gamer gets to enjoy their favorite hobby.
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4
EMULATION

Simon Dor

An emulator is an application that tries to mimic another system in order to run applications
the way they were run on their original system. Most commonly known emulators come
with a convenient front-end application and are used to play older games on newer systems:
older console or arcade games on PC, DOS games in a recent version of Windows, etc. Emu-
lators are now used by consoles for backward compatibility: for example, the PlayStation 3
console uses an emulator to load original PlayStation games, and the Nintendo Switch uses
emulation to run NES, SNES, and N64 games for the subscribers of their online services.

Emulation is convenient for any player or researcher seeking to have a substantial col-
lection of video games without having to preserve a very large range of hardware. Arcade
games are the most relevant example: the Multiple Arcade Machine Emulator (MAME;
www.mamedev.org/) is a way to have a collection of arcade games without owning the
actual games. But emulators only load an image of the game and do not necessarily preserve
accurately other aspects of the game itself: its graphical aspects, sound precision, control-
lers, and original playing context. It is, nonetheless, often the only way to have access to
some games. Usually, emulators add specific additional features to gameplay itself: the
possibility to save game states everywhere, to fast-forward or leap backward in the game,
to record a game session, etc. These new possibilities can change a game’s difficulty and
distort the original length of the gameplay experience, but they have facilitated some new
cultural practices.

Emulation is an important tool in building video game history. Even if it was possible
to have a perfect emulation of an original game, play cannot be easily preserved. I seek
here to elaborate on the virtues of using emulators as an archiving tool and as a means of
accessibility, but still want to indicate the limitations of integrating emulation into game
studies. Video game history should not only be a project of preservation, but also one of
contextualization.

Usages and Consequences of Emulation
The role of emulation in game preservation in general is usually acknowledged (Lowood,

2004, p. 5; Guttenbrunner, 2007, p. 46; McDonough et al., 2010, pp. 61-64), although
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certain limits — in terms of audiovisual rendition, game retroaction, and of course game
culture — must be underlined.

A work of digital art can be lost in less than ten years; if not permanently lost, digital
artworks are usually at most inaccessible (Winget & Murray, 2008, p. 1). Any video game
support is in some way ephemeral, whether it is a CD-ROM, cartridge, magnetic tape, or
hard drive. Emulation seems like a normal response in order to preserve at least a virtual
image of a game. In most emulators, a game will be preserved in a computer file, usually
referred to as a ROM (read-only memory) file or a “game image”, for it is an exact replica
of the game’s original software.

But emulation changes the gaming experience in different ways, whether because of the
player’s hardware or the emulator’s lack of precision itself. For instance, different screens
render graphics in different ways. A 1980s NTSC TV set is not as precise as a 2020s 4K
screen. The cathode-ray tubes of home TV sets and arcade cabinets give a blurry quality to
the graphics that masks “imperfections” in the final render (Therrien, 2012, p. 15). In terms
of preservation, a sharp-edged pixel is not faithful to what a common player experienced in
the 1980s. Even pixel aspect ratios are different from one screen type to another. Moreover,
recent emulators tend to offer “improvements” in visual aesthetics: for instance, the Game-
Cube and Wii emulator Dolphin can upscale the original resolution, which of course is not
faithful to the original conception.

Console games’ controllers can be replaced in emulators by a PC keyboard or gamepad.
PC gamepads can to some extent be similar to console controllers, although the shape, the
distance between buttons, and the directional pad can make a great difference, especially
on games that require quick actions such as fighting games. Arkanoid (Taito, 1986) used a
spinner control in its arcade version, and even though a replica was built by some MAME
developers, the initial accuracy was never really completely achieved. The NES Zapper,
which was used in Duck Hunt (Nintendo, 1984), works by light feedback from the screen,
but only works with a cathode-ray tube (CRT) TV. The ZSnes emulator lets you replace the
bazooka-shaped Super Scope by the PC mouse with an aiming overlay over the game image,
which is very far from the original experience.

Emulators tend to be a tool for accessibility, rather than a tool to preserve an object
intact and in its original context. Most emulators use high-level emulation, which means
that instead of reverse-engineering the console itself, they will simulate its functionalities.
They are coded so that most popular games run correctly. It is easier to use high-level emu-
lation, considering that each game has specific needs and would thus require a large amount
of time and processing power. At the end of the 1990s, Nesticle could emulate NES capa-
bilities with around 25 MHz, at the cost of precision. At the beginning of the 2010s, the
most popular NES emulators were Nestopia, which required 800 MHz, and Nintendulator,
which required 1.6 GHz (Byuu, 2011, p. 1), and these have greater precision than their pre-
decessors. These processor requirements were not met by most if not all home computers in
the 1990s, when common NES emulators emerged.

This goal of precision is often central for some emulator projects. For those behind the
MAME project, playing the game is considered merely a “nice side effect” (MAME, n.d.)
from their objectives. Sure, you have to actually play the games to see if the emulation
worked, but making games easily playable (on a modern PC) is not a specific goal they
pursue. With a similar philosophy, the bsnes emulator was originally created by “Near”,
formerly known as “Byuu”, with the goal of having an efficient SNES low-level emulator.
Accuracy had priority over playability. This philosophy was also central in their newer
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multisystem emulator: higan. There can be problems when precision in emulation is not a
clear and central objective. High-level emulation is not always faithful to the original, even
in terms of gameplay. In Air Strike Patrol (Opus, 1994), for example, an isometric shooting
game for the SNES, there is a shadow drawn under the aircraft the player controls. Since
it is difficult to render, it will not show up with a common emulator (ZSnes or Snes9X,
for example) — and the typical player will not know that it should have been there. With a
shadow in place (in the bsnes and higan emulators), you can drop bombs with more preci-
sion (Byuu, 2011, p. 1). If you cannot see this shadow, the game thus is more difficult than it
actually was on the original system. Accuracy through emulation is therefore an important
goal for historical purposes, though never completely possible or measurable.

Even bugs are important to preserve from a historical perspective. Star Fox (Argonaut
Software, 1993) used a specific chip, the Super FX, in order to push the SNES system
beyond its limits in graphics rendition (Arsenault, 2017, p. 133). As a result, console play-
ers with the original SNES system experienced slowdown while playing (Byuu, 2011, p. 1).
An accurate emulation should in theory restore these imperfections in the final render,
but it is not always the case. You will never know if an obscure game you load within an
emulator is correctly rendered if you don’t have the real functionality of the original hard-
ware (Therrien, 2019, p. 59). Obscure games — and obscure game platforms — also tend
to have less documentation about them that can be used to evaluate a given rendition of a
game. As such, high-level emulator developers will make sure popular games are adequately
emulated and will use game-specific hacks to do so, but they cannot guarantee that every
game is executed correctly. Near’s goal with the bsnes emulator was to reverse-engineer
the machine, to make sure any game is correctly rendered without having to fix every bug
game-by-game (Byuu, 2011, p. 2).

Of course, preserving a virtual image of a game image is something, but the gaming con-
text is much wider. The place in which a gaming experience occurs gives it a general ambi-
ence: arcade cabinets were often placed in arcade, with noisy pinball machines’ mechanics
and chimes, loud music, low lighting, etc. Arcade cabinets are designed to give a specific
experience that a common computer desktop cannot render. For the purpose of conveni-
ence or immersion, game cabinets differed from one game to another: racing games featured
a driving wheel and pedals, card games can appear on a “cocktail” table cabinet, etc. Even
the simple ambience of a console in a 1980s living room on a small TV set is not the same
as an office computer screen. Since most emulators are for PC, it is rare to see a handheld
console game still being “handheld” through an emulator.

Multiplayer console games can usually be emulated normally, with a different control-
ler for each player. DOS games with modem or LAN multiplayer are harder to emulate,
and very dissimilar to the experience of what a phone-line dial-up modem could give. Even
when you can emulate a multiplayer game, a vivid online community does not necessarily
exist. Emulation can’t revive MUDs (multi-user dungeons) or MMORPGs (massively mul-
tiplayer online role-playing games) communities when they disappear. However, none of
these issues overshadows the role emulation can play in game archiving.

Accessibility

Emulators are a means of accessibility for game studies, for research as well as for teaching.
The Good Old Games website (www.gog.com/) is a good example of how emulation can
put old games back into the commercial circuit. Amiga Forever, World of Spectrum, and
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MAME have gained the rights from many games’ copyright owners to put free download-
able games on their websites. Internet Archive (www.archive.org) went further: an impres-
sive collection of emulated games can be played directly in a web browser.

In other cases, the copyright problem is unclear. Some games fall into the “abandonware”
category. A video game company can go bankrupt or be sold to another one, leaving some
games’ copyright ownership in a gray area. The ZX Spectrum, for example, is a computer
that was never released in North America, and emulation is the most convenient way to
give an impression of that machine’s possibilities outside of its original distribution regions.

Minimal accessibility is a condition for some game systems research. As Bernard Perron
and Mark J. P. Wolf remark in The Video Game Theory Reader 2, game scholars usually
work on games that are the most accessible to them (2008, p. 9): contemporary games
rather than earlier ones, recent console games rather than arcade, handheld console, or
Amiga games. In fact, the technological gap that needs to be bridged in order to run older
games can be quite great, even for games from the 1990s.

Suppose you want to emulate DOS games through DOSBox, one of the most famous
emulators. First, of course, you need to know how DOS works in order to run any game
with it. But you also need to know the DOSBox-specific code. With textual inputs, DOSBox
lets you simulate specific partitions, CD-ROMs, and floppy drives. Through a configuration
text file, you can also configure screen resolution, windowed modes, speed, sound cards,
etc. While there is a tutorial to explain basic functions, it is not always easy to find out how
specific games can work, unless you download a game already configured for DOSBox.

Such is the case for a lot of games sold through GOG or played on Archive.org. If you
buy any game running on DOS, GOG will provide you with a preconfigured DOSBox
application with defined parameters in order to make it compatible with recent operating
systems. However, you may still have to configure some parameters manually if you want to
respect the aspect ratio and resolution of the game’s screen or if you want the game’s speed
to be playable. With DOS games, there is not necessarily a “correct” speed since there is no
standard in hardware. The game can be very different: Dune II: The Building of a Dynasty
(Westwood Studios, 1992) can have voiced characters or not depending on the computer’s
sound card. Even if a game seems to work, it is difficult to tell if the game’s speed, graphics,
and sound are rendered in a possible way for a computer of the game’s period.

Other games running with older versions of Windows are more complicated to emulate.
VirtualBox lets you configure in detail a computer with a specific operating system, pro-
vided you have a copy available to install. But running a game on an older operating system
is not as simple: you will usually need to install drivers for mouse, keyboard, graphics, etc.
Having a stable emulated system is not an easy and quick thing to do for those without the
necessary expertise.

A New Layer of Contextualization

To some extent, the context in which emulators appear is, from a media scholar’s perspec-
tive, similar to what the appearance of VHS was for film scholars in 1976. Michel Chion
(2012, p. 13) reminds us that in this period, movies were watched either in theatres or on
television, which means that they were seen and heard in a contiguous and limited time.
The viewer in this context can’t stop the movie to see an image in detail. Any film analysis
of this period is only meaningful if its original projection context is taken into account:
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researchers who can watch a sequence as much as they want have to be aware of this
technological translation and not overanalyze something that couldn’t be perceived by the
typical viewer of the time (Chion, 2012, p. 14). Such an attitude must be adopted with
video games: emulation is not a preservation of every aspect of an apparatus, but it is still
a convenient and accessible way to have an experience analogous to the one on the original
system. This “second-hand” experience requires scholars to be aware of the technical and
cultural differences between the two systems.

Even though new possibilities offered by emulation can be seen by some players as great
improvements over the original version of the game, a researcher must see these modifica-
tions as obstacles for the understanding of the initial experience. The Ogre Battle (Quest,
1993) example will help us understand how an emulated experience can be misleading.

Ogre Battle was a fairly rare game. Only 25,000 SNES cartridges were released in North
America and none in Europe. It is difficult for today’s collectors to gain an original car-
tridge, but its initial emulation distribution and re-releases on PlayStation and on the Vir-
tual Console raised its popularity. As Ogre Battle shows, a game can be preserved and
highly accessible by emulation, but as such, it can also gain notoriety amongst curious con-
temporary players. Instead of only preserving traces of the original context of the game, it
also needs a new layer of necessary contextualization. Estimating its eventual legacy should
not elude this additional (and later) notoriety.

Most emulators offer a “save state” function, which allows the player to save a game
anytime during gameplay. As such, they can disrupt the original difficulty experienced when
playing a game. In Ogre Battle, the player controls a rebel army that seeks to overthrow an
evil empire. Each time a city is taken by the player, they can draw a tarot card, which will
give some benefit or disadvantage. With an emulator, however, the player can simply save a
state before the card is drawn and, depending on the result, keep the card or reload the pre-
vious state to reject it instead. Moreover, each mission can last an hour or so, without any
possibility to save the player’s progress in the original game until a mission is over. These
difficulties are completely lacking for those using an emulator.

Many emulators also give the option to fast forward a game, which completely changes
the gaming experience, though it can be seen as an interesting feature. On the tactical map
of Ogre Battle, units are moving very slowly, and the player does not directly intervene in
combat. Accelerating the pace of the action at some points makes it more interesting. In
many RPG games, say Final Fantasy VI (Square, 1994), this acceleration feature let players
accumulate experience points easily, reducing the laborious and necessary “grinding” time
to complete the game. Emulators are used for “tool-assisted speedruns”, which uses these
new features to beat games even more quickly (Ippolito, 2016, p. 138). The players can thus
renegotiate what they see as a “fair” game, new possibilities being optional.

Indeed, when they are not downloaded illegally or freely accessed, emulated games are
usually cheaper than contemporary releases. As early as the 1990s, Computer and Video
Games magazine covered the MAME emulator and old arcade games in a section called
“Freeplay”. They anecdotally note how, with 346 games available to players (at the time),
it is normal to be more selective as to which games players should take on (Ainsworth,
1998, p. 3). As such, players won’t bother to investigate a game in-depth when the first
attempts at playing it are not judged as satisfying. In earlier times, a player would have to
invest a sometimes substantial amount of money for a game and would spend a lot more
time learning to comprehend its game mechanics instead of simply abandoning it. Selecting
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your games with emulators is not a question of choosing which ones are worth your money,
but choosing which ones are worth your time. The whole marketing apparatus that aims to
tease a player into putting more and more quarters in an arcade cabinet obviously disap-
pears when one can play for free (Murphy, 2013, p. 46).

The emergence of emulation for the common gamer in the late 1990s probably marks a
greater change of paradigm in gaming culture than we currently envision. As Will Jordan
(2007, p. 708) points out, “the success and popularity of console emulators among gamers
is largely responsible for recent interest in classic and retro gaming, as emulators give play-
ers the means to conveniently play a variety of otherwise-inaccessible games”.

Going back to our Ogre Battle example, understanding its role in video game history
necessitates, first, to look at what the game was in 1993 on a SNES console and, second,
to look at how emulation offered new convenient gameplay aspects that increased its fame.
Along this line of thought, some genres have been more suitable for emulation than others,
especially when emulators were less precise, and have gained additional fame for retro-
gamers. For example, Japanese role-playing games’ turn-based mechanics do not need to
be precise in real-time rendering, and the keyboard can easily be used as a replacement of
the console’s controllers to implement the player’s decisions without changing the original
experience too much. Another example of the new layer of contextualization that emulation
brings is the possibility for fan communities to translate games to other languages and offer
them a parallel distribution. By hacking the original ROM files, fans will translate, usually,
Japanese games into English. Some games are only accessible for an English-speaking player
through fan translation: such is the case for Mother 3 (Nintendo, 1996), even though the
second game from this series was released in North America as Earthbound (Nintendo,
[1994] 1995; Pelletier-Gagnon, 2012, p. 76). Final Fantasy V (Square, 1992) was never
released for the SNES outside Japan. Before its release within Final Fantasy Anthology for
PlayStation in 1999, English translations of the original ROM file were already distributed
online by amateur translators. It is therefore difficult, for example, to estimate to which
extent these games contributed to the legacy of their genre or series for North American
players since there is no clear trace of this underground circulation.

Hacking ROM files also leads to game creation; through emulators, game designers can
program games as if they were running on older systems. Thus, interesting design experi-
ments need emulation. “Demakes” are usually fan remakes of games designed as if they
were released on older systems; an emulator is an interesting platform for these games. In
a similar way, emulators were essential for the emergence of “randomizers”: game objects
or levels can be reordered randomly through hacking to give a new challenge in a famil-
iar setting for nostalgic players. As Near underlines, the problem is that some newly cre-
ated games relied on specific emulator imperfections and were unplayable with other ones
(Byuu, 2011, p. 1).

Conclusion

Using emulation as an archiving tool and for the study of video games necessitates different
ways to contextualize games, their production process, and the way they are played. James
Newman and Iain Simons from the National Videogames Archive in the United Kingdom
suggested that, instead of trying to preserve everything related to a game, the priority should
be to interpret any available source. Preserving games or documents of game production is
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not meaningful for them if something explaining the context of games and documents is not
added (Newman & Simons, 2009, p. 5). It is also the attitude suggested by Henry Lowood.
As part of a history of video games where the “relationship between hardware, code, use
and context for use” (Lowood, 2004, p. 4) is central, emulation is crucial but not the sole
tool to make sure we still have traces of older gaming experiences.
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5
INTERFACE

Vincent Mauger

In the object universe of technology, game interface design began as an offshoot of video
game development. It remained far removed from the constellations of design research,
evolving on its own. In the flourishing field of game studies, for a long time key design
aspects were ignored or belittled, just as video games generally are by the design study
community, being, for them, a mere grain of sand on the beach of design culture. To bridge
this gap, video game interface design is examined here from a designerly techno-historical
perspective.

To start with, the primordial role of the game interface is, just like any other interface,
to enable information to be provided, accessed, and applied. Acting like a translator, the
interface mediates between two parties, making one sensible to the other in a semantic
relationship. Interaction happens through this shared boundary where the user wanting to
fulfill a certain task meets the artifact or product enabling them to perform that task; that
is, where the player meets the game: through game boards and playing pieces, playfields,
screens, joysticks, keypads, and controllers; notwithstanding that today, most video games
involve users via screen-based graphical user interfaces (GUIs) that are increasingly mobile,
portable, and pervasive. Although their design intricacies are not obvious to the viewer,
user, or player from the outside, interface design goes far beyond this external appearance
and its layout: the graphic design establishing the arrangement, proportions, and relation-
ship between the individual elements on the page or screen.

Lacking hindsight, it has been all too common throughout game development history
to view the interface as detached from the game’s graphics, its inner world representation,
bounded with clear beginning and end. This makes the defining of the task easier and the
direct application of traditional interface design concepts possible. However, these practices
may hinder innovation and experimentation with dynamic game interface elements that
enhance gameplay experience, as interface designers are lured into the false security of cus-
tomary static or passive constituents, such as a visual frame or timer, life bar, and ammuni-
tion count. The design team behind Dead Space (Visceral Games, 2008) did not take this
easy way out: their keen interface conveys information through elements integrated into its
fictional world such as floating holographic projections and an integrated health meter on
the spine of the protagonist’s futuristic spacesuit.
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Not surprisingly, the development of such visual and special effects has had an important
interface application: instead of using text or icons, graphics can communicate informa-
tion to the player. It explains why the great game studios understood decades ago that
putting aside an interface design assignment was not the brightest move. For example, the
Unreal Tournament (Epic Games, 1999) team developed the game’s engine with UnrealEd,
which used a windowing interface written in Visual Basic (VB). In addition to being old
and fragile, only one team member knew and cared about VB. Inevitably, bugs plagued
the team while nobody had the time or inclination to fix them (Reinhart, 2003, p. 102).
Technology choices may also eclipse the recognition of the great job artists and designers
do, as happened with Diablo II (Blizzard Entertainment, 2000). Players frequently labeled
the game’s graphics as “outdated” or “pixilated”, catching the team by surprise (Schaefer,
2003, pp. 87-88). The moral of this story is that most players will immediately notice
poor visual quality. Likewise, a new game released from an obscure studio will hardly ever
receive positive reviews if its graphical interface looks botched, even if the gameplay itself
is astonishing.

The more relevant aspect of game interface design is its functionality: “that form ever
follows function. This is the law” (Sullivan, 1896, p. 5), claimed the Modernist architects;
though the main purpose of a game interface is always to allow players to interact with the
game system. As many counter-examples demonstrate, a poor interface may ruin a video
game experience. However, an aesthetic and easy-to-use game interface with a neat visual
design can significantly enhance play experience. As for screen design, the organization of
information and interactive elements on screen-based interfaces, animation, and motion
design are also some of the interface designer’s greatest assets, which aid in the addressing
of standard graphic design concerns such as composition, page layout, color usage, and the
creation and use of typography and icons. Nevertheless, before entering into the details of
game interface design practice, let’s look at its origins.

Making Interaction With Information Possible

The visionary Vannevar Bush, with the publication of his essay “As we may think” (1945),
laid the foundations for hypertext with “trails of interest” built into the hypothetical
Memex (standing for memory index or extender). He also introduced a major interface
design metaphor: by using an ordinary desk as a document administration device, he envi-
sioned the digital desktop.

Other pathbreakers such as Ivan Sutherland (1963) soon experimented with pixel-based
displays, paving the way for future raster-based editing programs such as MacPaint (1984)
or Photoshop (1990). Yet, it was on December 9, 1968, that Douglas Engelbart presented
the demonstration that would define the modern computer interface. His breakthrough was
the new paradigm of “direct manipulation” (Shneiderman, 1983), a way to give the user
control over displayed text and windows. The multiconsole display used Engelbart’s new
tool, the “mouse”, which served as the user’s representative in dataspace and still remains the
standard way to intuitively and directly access abstract information displayed on a monitor.

In the 1970s, at the Xerox Palo Alto Research Center, Alan Kay continued the struggle
to transform the arcane command-driven modes into a genuine GUI, consisting of layers of
windows based on real-world metaphors such as sheets and arrows. The WIMP paradigm
(windows, icons, menus, and pointers) was born. As Sutherland and Engelbart helped equip
the computer with space, Kay gave it depth, thus bringing the whole idea of imagining the
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computer as an environment or virtual world (Johnson, 1997, p. 47). But the power of this
metaphor was too strong to remain trapped in a lab.

Around the beginning of the 1980s, a co-founder of Apple Computer, the far-sighted
Steven Paul Jobs, was searching for the technological advance that would revolutionize
personal computing. He found what he was looking for at PARC in an experimental oper-
ating system called Smalltalk. After years of development, Apple released the Macintosh in
1984, along with a masterfully planned commercial spot — played once during the Super
Bowl broadcast — casting IBM as George Orwell’s Big Brother. Corporate DOS snobs that
rebuked the GUI as a child’s toy or a video game opposed the playful character and “look-
and-feel” popularized by Mac advocates and were soon engaged in an aesthetic conflict
alongside the nascent Microsoft Windows; its mere name confirmed the superiority of the
new paradigm. To a certain extent, these battles over desktop usage and platform superior-
ity, that continue these days in the video game community, have by a strange blow dealt by
fate improved our grasp over digital spaces.

Correlated and Intricate Interface Design Practices

Increased digitization and interactive media development made information one of the
most important resources for the interface designer. Designing interfaces as access points
to digital information, where the link between the user and the digital application contains
a level of feedback such as responses to the user’s command, communication, or selection,
brings forth particular experiences. Interface design concerns user interactions in a wide
array of contexts, such as video gaming, to achieve an optimal user interface. Every time
players communicate a decision, the system offers new criteria for any new decision players
might make within its architecture. There are no objective criteria available to help guar-
antee this delicate equilibrium. This is precisely where interface design practice comes in,
constantly formulating and anticipating future uses. However, different scopes for design
practices involve the machines and applications surrounding us.

Information design is “the translating [of] complex, unorganized, or unstructured data
into valuable, meaningful information” (STC, 2012). “Information architect”, a term
coined by Richard Saul Wurman (Wurman & Bradford, 1997), was first used to describe
the designer who structured inherent patterns into data in order to display complex infor-
mation as clearly as possible so others could find it. Accordingly, information designers are
thus facilitators defining the options for different information spaces. Since information
now reacts dynamically to the way it is used through context-related suggestions, devel-
oping the core of an interface requires a dialogue between interface designer, interaction
designer, engineers, and users. Interaction with information requires information design to
be integrated with interface design.

Interaction design is “focusing on the fit between human actions and system responses”
(Murray, 2012, p. 10) and determines what is brought into motion in relation to the user
over time. It describes the use of the interactive product, and thus makes possible content
manipulation and the users’ navigation through it, via a choice of appearances or adaptive
interfaces that can be customized according to users’ interest and their level of knowledge.
These interactions, between humans and artifacts, are the main research interest in the
fields of human—computer interaction (HCI) and man-machine interaction (MMI). This
results in products that have a multitude of operability and usability requirements. These
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domains relate to diverse aspects such as cognition, perception, semantics, ergonomics,
usability, and quality experience.

Interaction flow thus implies movement through and navigation of a hierarchical struc-
ture in which decisions are made, using the linked elements of a digital appliance or hyper-
medium. These interrelations explain, on the one hand, why interface, information, and
interaction design are often used together to describe an original design concept (to see 67
examples: 1IDj, 2005) or unified into design processes and theories such as information
interaction design (Shedroff, 2000). On the other hand, digital media scholar Janet Murray
has called attention to the fact that interface is a “useful term, though misleading as the
focus of digital design since interaction design is more inclusive and has supplanted it as a
description of professional practice” (2012, p. 426). Indeed, many designers of the sensorial
design disciplines have long worked to make products more “usable”, or been brought in
at the end of design processes to make them more “user-friendly”. “This model has been
replaced by a more inclusive design process and a focus on the interaction between the
human being and the automated system” (Murray, 2012, p. 10).

Discourse concerning experience design (Laurel, 1990, 1991; Shedroff, 2001) or flow
(Csikszentmihalyi, 1990) also had a major effect on interface design. According to Nathan
Shedroff, interface design “is only one of the many terms used to describe the design of
experience”. Thus, we could consider interface design “as encompassing information
design, interaction design, and some forms of sensorial design (mostly visual and auditory
design, since most computers can only display sights and sounds)” (2001, p. 109).

Interface Design and Game Design

In 2000, designer Chuck Clanton (p. 301) pointed out that interface designers and game
designers were two isolated design communities. He suspected that hardly any software
designers attend game design conferences and that few game designers knew much about
the human—computer interface (dubiously acronymed as “HCI”) design community:

Almost every game I play has one or more flaws that HCI designers know how to
remedy. Yet, I suspect that few HCI designers could design a great game. Likewise,
few software applications show any awareness of techniques of game design that
could make them easier and more fun to learn and use.

At that time, the human—computer interaction community had already observed empirical
evidence about the value of user testing and iterative design, but these techniques were still
meeting some resistance in “serious” software companies. Ironically, playtesting — paired
with quality assurance testing — was a well-accepted technique used during video game
development. Today, most game designers expect the quality of a game to improve as the
design evolves during prototyping, playtesting, and revising (Fullerton, 2008). It can be
argued that it is playtesting, not HCI expertise, that eliminates the most crippling user
interface mistakes.

The ways a game designer accounts for the user within the design of a video game involves
a much deeper and riskier process than that which occurs during the design of utility soft-
ware products because making gameplay “fun” is far more intractable to analysis than is
productivity. “In software application design, . . . if the user interface is demonstrably bad,
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but the functionality is valuable, the product may well succeed, as many major software
applications attest. Game design is more brutal” (Clanton, 2000, pp. 333-334).

As an elusive quality and a by-product of the imagination, the experience of fun is still
in need of measurement methods to grasp the likelihood of its success. At the same time,
few “serious” software businesses give expert attention to the challenges that face a user, or
the awareness of the user’s need for variety, pacing, and purpose. This may partly explain
the rise in popularity of concepts such as gamification and design thinking in many busi-
ness environments. Challenges and difficulty can be a driving force for users or players: it
is not an enemy, but a friend to be sought, pampered, and brought into shape. Without it,
no sense of accomplishment can arise. An important aspect of video games is qualified as
“hardcore” by gamers and the specialized press. Given a steep difficulty curve, such games,
from the classic Rogue: Exploring the Dungeons of Doom (Artificial Intelligence Design,
1980) to the Souls games series developed by FromSoftware, seem “harsh at first glance”
(Mauger, 2012a) and require players to adapt, given the efforts necessary over time to
develop mastery, a phenomenon described by Torben Grodal as an aesthetic of repetition
(2003, p. 148). However, there are many other traits characterizing video game interface
design practice.

Video Game Interface Design Specificities and Distinctive Goals

Similar to those who work with other digital and hypermedia applications, video game
developers juggle many technical requirements such as file sizes, disk space, load time, file
compression, or online content. Although video game players often interact with buttons,
sliders, menus, and other traditional components of graphical user interfaces, video game
interface design uses concepts specific to the game industry, involving a particular design
practice with its own characteristics, which intends to channel the unique experience of
playing within a digital gameworld.

The diversity of manual interfaces that provide players control of a game goes far beyond
the usual keyboard and mouse duo. Console controllers, besides action buttons, analog
joysticks, and directional pads, may have numerous triggers, rumble devices, additional
speakers, touch screens, and motion-capture technologies. Specialized hardware such as
mock weapons or musical instruments, a steering wheel coupled with pedals, dance pads,
and other devices may help reinforce the feel of a game. Keeping in mind that more control-
lers means more interfaces, video game interface development certainly has a promising
future ahead.

Perspective and camera controls are key elements in video game interface design. Specific
choices of camera angles may convey affect just like a game system grabbing control over
the camera may create drama, but at a cost: freedom. Cuts also eliminate the traversal of
time. These creative choices may impact overarching game design decisions and precise
interface design characteristics. Letting the player choose between perspective options such
as a first-person, third-person, or isometric point of view; split screens; and restricted or
hybrid views inevitably defines gameplay elements and generic aspects of a game. This
characteristic, closely tied to the actual potential for interactivity, is one that distinguishes
the video game medium from other audiovisual media.

Game styles and genre conventions, as cultural frames and cognitive schemas, have an
influence on the design because of the habits of players or designers themselves. These
impact aspects of the game systems over which players must have control as it becomes
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difficult to change design schemata once conventions are deeply rooted. Specific elements
are closely related to players’ goals and tasks, such as a system of rules, strategic depth, the
number of units or characters under the player’s command, communication and trading
tools, maps and quest journals, as well as the absence, presence, and control over dialogues
or character developments.

The understanding of gameworlds as encompassing interface also stresses the ambiva-
lence and flexibility of such notions. Kristine Jorgensen (2013) described such constructs or
artificial worlds as governed by the logics of game mechanics, making their sense of natural-
ism or fictional coherence secondary to game-system information, seeing them as interfaces
to the formal game system: gameworld interfaces. Her consideration of the game interface
as all features mediating between players and game systems establishes a gameplay-sensitive
post-WIMP paradigm on par with pragmatic user-centered, activity-centered, and context-
centered design approaches quite akin to the philosophy behind ubiquitous computing.
Her argument that gameworlds are themselves interfaces gives rise to a theory describing
them both as content and medium, borderline representations with a transitional character.
Jorgensen’s analyses describe these combinable information systems as three binary choices:
“integrated” into the gameworld in a geometrical sense or “superimposed” as overlays;
“ecological” and existing inside the gameworld or “emphatic” and adding new informa-
tion or highlights to something already defined; and framed as a “fictional” reality or as a
“ludic” status and so perceived as motivated by game imperatives — all these qualities are
considered as continua rather than as opposites (Jorgensen, 2013, p. 148).

In 2000, Nathan Shedroff suggested a general way to consider interactivity by pictur-
ing all experiences and products as inhabiting a continuum. The way to determine a value
judgment about an experience’s respective position in this continuum was to assert a certain
level of interactivity. Two elementary spectra were identified according to the achievement
of the experience’s goals: control and feedback (pp. 283-284). Game designers Kevin Saun-
ders and Jeannie Novak followed a similar trail, claiming that a game’s interface has the
same two primary goals: control over what happens through the inputting of information
into the game, and feedback through information received from the game (2007, p. 20). All
elements in an interface should take part in larger schemes that empower or inform players,
furthering at least one of these goals. Feedback should indicate short-term and long-term
progress toward game goals, by teaching players new concepts through direct or implicit
instructions, enabling them to develop strategies, or allowing them to perceive duration
and degrees of success. Secondary goals also apply to game interface design. Saunders and
Novak also mention immersion, a psychological state that “makes players forget they are
playing a game” (2007, p. 26).

This vague conception of immersion refers to various mechanisms related to different
immersion types such as sensory, fictional, or systemic ones (Arsenault, 2005). It may also
refer to the two strategies of visual representation behind the concept of remediation. Bolter
and Grusin (2000) describe the phenomenon of reproducing conventions, content, or both
from one medium to another: immediacy (or transparent immediacy), “whose goal is to
make viewer forget the presence of the medium (canvas, photographic film, cinema, and
so on) and believe that he is in the presence of the objects or representation”; and hyper-
mediacy, “whose goal is to remind the viewer of the medium” (pp. 272-273). Transpar-
ent interfaces include those used for Peter Jackson’s King Kong: The Official Game of the
Movie (Ubisoft, 2005) or ICO (Team Ico, 2001), in which the GUI has no objects that are
displayed as icons on the screen. A hypermediated game interface such as the one portrayed
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in the massively multiplayer space simulation Eve Online (CCP Games, 2003) may make
the buttons, menus, motions, or artistic elements of the GUI the focal point instead of game
contents such as actions, graphics, rules, or narrative information, which can be counterin-
tuitive. However, according to Saunders and Novak (2007, p. 28), an “atmosphere” may
also be achieved when the interface is consistent with the nature of the game played, such
as the light gun used for simulation in Duck Hunt (Nintendo, 1984).

In summary, a game interface should never demand more attention than the gameplay
itself. Deep immersion within a game will only start after a user is no longer conscious of the
interface during the decision-making processes within the experience of play. Just the same,
such a “transparency” (Jorgensen, 2013, p. 31) obsession or “immersive fallacy” (Salen &
Zimmerman, 2004, pp. 450-451) that does not consider gameplay or users as players can
also be misleading if the game system is hidden and not accessible. Game activity is a sub-
jective experience only indirectly designed: an emergent system constituted from interaction
where meaningful information must be communicated but without being the main focus of
attention. While a description such as “unremarkable” might sound like a contradiction, it
does not mean “invisible”: it is perceptible, assisting the player at just the right time.

Game Design and Interface Design: Planning for the Game’s Completion

According to game project manager and art director Brent Fox (2005, p. 10), if game
designers create games with goals that are clear and then communicate them clearly to the
development team, the design of the interface will be easier. Breaking a general goal into
specifics is the idea behind this simple approach. “The point is to define useful goals that
will provide direction during development” (2005, p. 12) so that interface planning may
help game design. A solid game proposal thus helps the planning of an interface, which will
result in interface design documentation usually summarized as part of a larger set of game
design documents. This also explains why the interface is one of the first elements needed in
a game project and one of the last ones that can be tested for usability.

As in any other design endeavor, planning and documentation are essential for the devel-
opment of a successful interface. The luxury of free experimentation may be possible in a
large-budget production, but with a smaller budget, in which your own investment may
be at stake, you need to get it right early on. Even if it sounds paradoxical, to complete an
interface design quickly, more time needs to be spent planning;: it is the heart of the design;
the ground from where the project will take root. Defining the schedules, screens, and art-
work used or re-used and the information displayed in the video game are tasks that need
to be done in the planning stage through the generation of asset lists.

In a perfect world, the design method would be immutable, allowing a game to be
perfectly planned in advance. However, the iterative nature of the game design process —
analyze, design, test, then repeat (Zimmerman, 2003, p. 177) — until “satisficing” (Simon,
1956, p. 136, 1969) guarantees that some changes will be necessary. Without meticulous
planning, even the most inspired concepts, such as those in Age of Empire (Microsoft,
1997), Thief: The Dark Project (Looking Glass Studio, 1998), System Shock 2 (Electronic
Arts, 1999), and Black & White (Electronic Arts, 2001), did not pass the test of concrete
expression without any changes (see Grossman, 2003).

This behavior clarifies why good interface planning and design normally help game
design by directing attention to technical issues that would otherwise have been considered
later in the video game development. For example, crafting a heads-up display calls forth
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gameplay decisions. Or a simple screen menu where the player may click on an environ-
ment icon triggers many questions: Will the player be able to choose between different
environments? How many levels? Will some be locked until certain tasks are completed? Is
there only one precise order that must be followed, or are many other ones possible? Will
those choices be affected by gameplay? And so forth.

After sketching and flowcharting menus and navigational paths, the next step is to use
a vector editor (such as Illustrator or Inkscape) or a diagramming application (such as
Visio or Omnigraffle) that includes the options of viewing and printing multiple pages and
creating a multitude of charts, often collaboratively. This allows a team to trace and adjust
graphs and other visuals that will describe the interaction flows of the interface through site
maps, flowcharts, wireframes, or screen designs (see Brown, 2007) that will kickstart the
prototyping phases that ensue.

The Many Shapes of Things to Come

Even if layers of documents are still presented in windows, data still deleted by dropping
it in the trash, and digital documents still archived in files, every day these metaphors lose
more and more of their transferability. A single folder can’t support a vast number of sub-
folders and sub-subfolders, and disks and storage media are not dropped into a wastebas-
ket. For the sake of digital media advancement, new metaphors will inevitably emerge in
such meaningful ways that they will become indistinctly part of our daily life.

In an opposite direction, physical space itself is becoming the domain of digital experi-
ence as a result of new technologies and interactive systems. Mediated, mixed, and aug-
mented reality open brave new hybrid worlds for digital exploration not so dissimilar from
virtual and fictional representations explored in many video game interfaces. Interactions
with portable equipment, such as smartphones, computer tablets, or handheld game con-
soles, offer many possibilities just as the various application of a person’s movement, posi-
tion, and articulation in space is captured by peripherals through motion capture, “the
process of capturing and recording movements from a real, physical actor or element and
then using the translated data to control a digital model” (Mauger, [2012b] 2001, p. 667).
Even under harsh criticism due to health issues, virtual reality hardware also brings forth
new possibilities in terms of interface accessibility and control schemes. As such devices
slowly decrease in size or cost generation after generation, from the HTC Vive, Oculus,
or Playstation VR to viewers designed for smartphones such as the Google Cardboard is
indeed the low-cost VR solution — now an open source project — new game compatible
technologies and interface innovations will outspring.

The steady stream of new inventions implies that video games are limitless, as display
technologies progress beyond standard monitors and displays and when almost any surface
can function as a projection screen for information. For better or worse, interfaces will con-
tinue to grab our imagination through their efficient illusions and our suspended disbelief.
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PLATFORMS

Bobby Schweizer

Whether hardware or software, platforms are “an abstraction” or “simply a standard or
specification” that makes it easier to build other things (Bogost & Montfort, 2007, p. 2).
Regarding digital and video games, “a platform is a computing system of any sort upon
which further computing development can be done” (Bogost & Montfort, 2009, p. 2).
Jones and Thiruvathukal wrote in their introduction to the Nintendo Wii’s (2006) in Code-
name Revolution (2012, p. 5):

Platform studies is an approach that looks at the relation of hardware and software
as a system, from the electronics inside the console box to the peripheral controllers,
and at how the affordances and constraints of a particular system invite and shape the
development of creative works.

Platforms exist at all different scales and levels of materiality. Most closely related to games
are programmable platforms. A microprocessor is a programmable chip that governs the
low-level functions of a computing system. An operating system is a level of abstraction
that determines how applications interface with each other and the user. A 3-D game engine
is a tool for developers to model levels, program behavior, and script camera movement.
A GPS-equipped mobile phone enables location-based interaction. It is also possible to
frame analog games as built on platforms, such as how Ron Hale-Evans (2001) referred to
a deck of playing cards as a “game system” because it was “a set of components that func-
tion together in multiple games” — a supposition taken up by both Nathan Altice (2014)
and Jan Svelch (2019).

Colloquially, the term “platform” in gaming has been used to refer to both the hardware
and software systems that run a game. The Super Famicom/Nintendo (1990; JP, 1991, NA),
Microsoft’s Windows 3.11 (1993), and Panic’s Playdate handheld (2022) are all kinds of
platforms. The Panic Playdate is a unique piece of hardware (notable for its black and white
screen and hand-crank input mechanism) that developers make games for by writing Lua or
C code in conjunction with the company’s development kit. In modern game development,
none of these components of a platform exist in isolation. Games and stories in the interac-
tive narrative system Twine, for example, are authored using one of a few coding syntax
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“formats” for an underlying codebase that outputs to a web document built from modern
HTML, CSS, and Javascript standards. The code alone, however, ignores how the Twine
interface — consisting of textual passages connected by webs of visible lines — helps authors
visualize their stories’ branches, pacing, and hidden networks (Friedhoff, 2013, p. 4). By
this, we can see how the building blocks of video game platforms can help us understand
the output of creative work.

Specifications for platforms influence rather than determine. Recognizing the opening
for criticism of a method of study that focuses on the artifact rather than the creator,
Bogost and Montfort explicitly state that “platform studies is opposed to ‘hard’ determin-
ism and invites us to continue to open the black box of technology in productive ways”
(2009, p. 1). Platforms refer to the whole ecosystem in which an artifact exists. “Platforms
are layered — from hardware through operating system and into other software layers — and
they relate to modular components, such as optional controllers and cards” (Bogost &
Montfort, 2007, p. 1).

Platforms can be studied to draw insights into both narrow and broad aspects of games
and gaming technology. They raise issues of similarity and difference. Commodore 64
(1982) games have something in common while also demonstrating how creative program-
mers can differentiate their work through varied approaches. Platforms also exhibit dif-
ferences in terms of audience. In The Future Was Here, Maher addresses the Commodore
Amiga’s (1985) broad appeal: “the machine’s technical qualities made it useful or even
ideal for various purposes and how engineers, programmers, artists, and others harnessed
these qualities to push back boundaries and transform the culture of computing” (2012,
p- 8). It is not just the system’s capabilities but also how those who do something with it
approach them.

The Platforms of Video Games

Specific examples help illustrate platforms’ influence on the gaming industry’s creative out-
put. Montfort and Bogost (2009) turn to the Atari Video Computer System (VCS/2600)
(1977) as the first subject of analysis for the discipline of platform studies. They con-
sider how the VCS can store and recall information from memory in the Motorola 6507
microprocessor, how it draws images to the television using its unique Television Interface
Adapter, the costs and benefits of read-only memory game cartridges, and what it meant to
adapt an arcade game to a significantly inferior living-room technology.

Examining platforms unearths details that go unconsidered in popular analyses. The
Atari VCS produced a unique visual style across its games, notably through the shape of
objects on the screen. One of the distinct aesthetic qualities of VCS games is their long
rectangular figures: everything on the screen (to today’s eyes) looks stretched horizontally.
This was directly the result of the process by which the television interface adapter (TIA)
drew to the screen. The modern fundamental pixel is square in shape. Yet, the TIA’s pixels
were based on the horizontal length of a scan line and the vertical height of a color clock
(Montfort & Bogost, 2009, p. 29). Because these two, as a matter of how televisions work,
are equal, the aspect ratio of any pixel becomes a rectangle. The rectangular quality of VCS
sprites was readily apparent in the port of Pac-Man (Atari, Inc., 1982). Due to the size and
aspect ratio of the scan lines, it isn’t easy to produce round shapes, which is why a flat-
headed Pac-Man moved its way through a maze, collecting dashes rather than dots in the
Atari VCS port.
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Platform Categories

Microprocessors, the computational foundation of any computing system, are a good start-
ing point for examining hardware’s capabilities. As the foundation, however, they are often
the most difficult to comprehend. Earlier chips, such as the 8-bit MOS Technology 6502
used in the Apple][, Commodore VIC-20 (1981), and Famicom/Nintendo Entertainment
System (NES) (1983; JP, 1985, NA) are perhaps more legible than today’s 64-bit Intel Core
i7 chip that powers high-end consumer desktop computers. Still, in both cases, it is possible
to recognize the capabilities of each. Most generically, a processor might determine if and
how software can execute. A microprocessor’s clock cycles are a limited resource; whether
directly or indirectly, developers must consider computing power.

Graphics processors determine the visual output of the system. Nintendo’s “Picture Pro-
cessing Unit” Ricoh microprocessor governed the number of sprites that could be simultane-
ously drawn to the screen, the NES’s color capabilities, separate movement of foregrounds
and backgrounds, and horizontal and vertical screen scrolling. While Mario could run in a
side-scrolling environment on the NES, the PCs of the day were not built with this function
in mind. Programming a tech demo of a PC port of Super Mario Bros. 3 (Nintendo EAD,
1988; JP, 1990, NA), id Software co-founder John Carmack had to innovate a method for
simulating side-scrolling that was capable of running on the variety of graphics hardware
available in the market (Kushner, 2003, pp. 49-50). Facing the problem that the graph-
ics processor was designed to redraw every pixel on the screen as it refreshed, “Carmack
wrote some code that duped the computer into thinking that, for example, the seventh tile
from the left was, in fact the first tile on the screen” (Kushner, 2003, p. 49). Understanding
the issue Carmack faced at a technical level helps distinguish the kinds of games available
on the PCs of the era versus the NES. Graphics processors have far-ranging implications
because of the visual primacy of video games. Video games have developed their own semi-
otics as a product of varying fidelities. The little square of Adventure (Atari, Inc., 1979) is
understood as an abstract representation of a person.

Storage media, too, affect creative output. For the Nintendo 64 (1996), Nintendo stuck
with the faster-loading, more expensive plastic cartridges instead of the slow, cheaper opti-
cal discs Sony had adopted for the PlayStation (1994; JP, 1995, NA). CD-ROMs, mean-
while, have the advantage of being able to store large amounts of data and media such as
full-motion video and recorded music. When Microsoft was developing the Xbox (2001),
the high-capacity DVD format was leveraged as a place to store operating system modules
for each game to slim down the version of Windows NT that resided inside of the Xbox
hardware. Similarly, Nintendo’s research and development teams in the 1980s innovated
with its second-generation UNROM cartridge, which ran on the same NES hardware but
increased its read-only memory and performed bank-switching with the addition of a RAM
chip (Altice, 2015, p. 210).

Sound processors have largely been ignored since the advent of optical media enabled
the replay of digitized music. CDs, DVDs, and Blu-ray discs can contain fully orchestrated
scores, licensed music from popular culture, and tracks composed in MIDI synthesizers and
digital music software. On the other hand, earlier hardware used sound chips that had to be
programmed for audio composition. The Sega Genesis’s Yamaha YM 2612 (1988; JP, 1989,
NA), for example, was capable of six channels of digitized stereo FM synthesized sound
(Collins, 2008, p. 40). Audio developers had to create algorithms in assembly code to pro-
duce a library of sound effects, samples, and instruments that composers could work with.
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Understanding audio hardware technology helps explain not only the music and sound
effects of a single game but also the distinguishing audio profile of a hardware platform.
Beyond music and sound effects, audio technology can also affect the experience of playing
a game, such as the low thump of the space invaders marching across and down the screen.
Similarly, large subwoofers were installed as part of racing game arcade cabinets to produce
deep engine sounds and guttural noise (Collins, 2008, p. 177).

Controllers, as the primary interface between player and game, are a key platform element
because developers must program for the capabilities of the controller. The two primary
buttons (B and A) on a Nintendo Entertainment System controller were usually mapped
to two different actions that made up the core gameplay (such as jumping and attacking).
While the Start button was most often assigned to a pause screen, the Select button could
have alternative functions, such as cycling through an inventory of weapons such as the
missile types of Metroid (Nintendo R&D1, 1986; JP, 1987, NA), or transforming Trevor
Belmont into one of the alternative spirit characters in Castlevania 3 (Konami, 1989; JP,
1990, NA). Beyond numbers of buttons, other considerations for controllers include digital
input versus analog input, how many inputs the software can recognize simultaneously,
the different fidelities of mouse versus joystick pointing, and features such as vibration or
a gyroscope. Even the sensing mechanisms of virtual reality platforms — whether based on
physical detection devices positioned in a room or “inside-out” tracking technology within
the headset itself — should be considered for interactive capabilities they enhance or limit.

Game engines are software that handle various technical aspects of games’ functions
such that developers need not code their entire work from scratch. A game engine might
handle object behavior, graphics rendering, text and interfaces, saving and loading, music,
networking protocols, and other foundational components of games. Godot, for example,
is an open-source engine that offers a library of game-related programming functions that
developers can build from using an interface that organizes all of the objects and assets of
the game into scenes that can then be compiled to play in a web browser. Engines may as
well enable specific functionality that is bundled into a comprehensive development tool
like Epic Game’s Unreal Engine. Unreal offers a graphics engine that handles 3-D models
and textures, camera movement, and lighting. Epic also licenses Nvidia’s PhsyX physics
engine, which governs how objects respond to rules of Newtonian physics such as a stack of
blocks collapsing from being struck by a ball or a car driving off a ramp. The complexity of
Unreal Engine demonstrates both why it is interesting to consider how a platform influences
design and why the expansiveness of these systems makes it difficult to ascribe causality.

Middleware, like a game engine, is software written to handle specific functions of
games. But unlike other engines, middleware encompasses the things developers put inside
of games. SpeedTree, for example, is software by Interactive Data Visualization, Inc. that
generates and animates foliage in real-time. A game developer can license SpeedTree for use
in their game so as not to spend time worrying about how the leafy landscape is drawn.
Middleware might be used to handle functions such as artificial intelligence, sound, video
playback, crowd dynamics, and character animation. It differs from game engines in that it
is most often suited for a single specific task.

Application programming interfaces, better known as APIs, are another type of plat-
form. While their effects are not as immediately apparent, they control access to data
and interactions with a software system. Closely related is the software development kit
(SDK) that helps developers understand how to access the API. For example, Apple offers
standardized methods for employing the iPad’s touch gestures and networking functions.
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Graphics systems such as OpenGL and DirectX are also APIs. Marc Andreessen generalized
platforms into APIs in his 2007 article on “The Three Kinds of Platforms You Meet on the
Internet”. His three levels are “access APIs” that are provided by first parties to third-party
developers to create applications, “plug-in APIs” that allow third-party software to run
inside the primary platform, and “runtime environments” that execute on top of the plat-
form. For Andreessen, APIs give access to platforms, but the API itself can also be thought
of as a platform because of this. Another important consideration for APIs is in instances
where developers gain access to functions of hardware or software outside of official chan-
nels through hacks and exploits.

Cross-platform is a term used to describe software permitted to run on different hard-
ware (an Intel CPU/Qualcomm Snapdragon) or dissimilar software environments (Micro-
soft Windows/macOS). Cross-platform software may not operate the same on different
systems. For instance, Unity can compile games for a high-end PC and the modest hardware
of Nintendo’s Switch. But performance differences between the two — frame rates, load-
ing times, graphical fidelity, and networking features — reveal the unequal underpinnings.
A game that runs on the Android mobile operating system — which may exist on various
kinds of hardware — emphasizes the complexities of platforms.

Infrastructural systems are advanced assemblages of networked elements that reveal the
complexity of making contemporary games. Companies like Microsoft and Sony that have
long helmed the mass-market games industry have become “infrastructuralized platforms”
that do far more than execute code (Plantin et al., 2018, p. 307). Not only is Microsoft’s
Xbox a hardware console that can be bought in a store, but the brand is also shifting to
become synonymous with service offerings tied to a digital storefront, online multiplayer,
subscription-based access, and on-demand remote play. Thus, Xbox may refer to a con-
sole, an interface for acquiring games on a Windows computer, or the networked services
the company provides. Microsoft’s monthly Game Pass service allows players without an
Xbox or computer to remotely interact with a game running on central server that is being
streamed to a display such as an Android tablet or Samsung television. Networked ecosys-
tems like Valve’s Steam are also “designed to be extended and elaborated from outside”
(Plantin et al., 2018, p. 298). Steam is a service to purchase games, a protocol for playing
multiplayer, a peer-to-peer user-generated content store, a specialized version of Linux, and
a handheld PC device. Networking and protocols for payment processing have given rise
to the games-as-a-service model in which the developer is incentivized to produce addi-
tional material that will extend the longevity of a game through micro-transactions, as in
Destiny 2 (Bungie, 2017), or a subscription, as is needed for Final Fantasy XIV: A Realm
Reborn (Square Enix, 2013).

Platform Studies

Knowing how platforms are implemented provides a tool for analyzing and exploring
games. As a discipline created for the humanities, platform studies “has been established
to promote the investigation of underlying computing systems and how they enable, con-
strain, shape, and support the creative work that is done on them” (Maher, 2012, p. ix).
Looking at platforms is essential because they help us understand the choices made during
the development of an artifact, the outcome of which “is supported and constrained by
what this platform can do” (Bogost & Montfort, 2007, p. 1). Rather than treating games
as blank canvases of total creative output, there are real material limitations that inform the
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kinds of decisions designers, programmers, artists, and others can make in creating a game.
Perhaps most succinctly, “platform studies connects technical details to culture” (Bogost &
Montfort, 2009, p. 1).

What is the breadth of a platform studies endeavor? How deep must one go into a
piece of hardware, an operating system, a software runtime environment, or a sound card?
Bogost and Montfort suggest, “such a knowledge need not be of the same order as that of
a computer scientist or electrical engineer” because “the new media scholar is aiming to
understand technologies well enough to connect them to culture” (2009, p. 5). Platform
studies wants to provide insight into differences between video game media. To this end,
Apperley and Parikka (2018) have questioned whether a particular platform is a coherent
object in the first place or if it instead only exists as defined by those engaging in platform
studies scholarship. Platform studies is a set of approaches for understanding hardware and
software as exemplified by the books in the platform studies series. In Racing the Beam,
Montfort and Bogost (2009) address the Atari VCS by detailing its technical underpinnings
and examining six games that exemplify different aspects of the system. And Alison Gaz-
zard (2016) situated the BBC Microcomputer as a hardware platform and software output
constructed specifically to promote computer literacy in Britain.

Despite Montfort and Bogost’s urging that platform studies need not be technologically
deterministic, the mode of study is contentious because formal analyses of hardware and
code tend to “ignore the complicated differences and relationships between technologies
as things and bodies as things” (Anable, 2018, p. 136). Montfort and Bogost contend,
however, that the computational nature of platforms remains the underpinning even when
outside factors are introduced. Jimmy Maher explained how platform studies embraces the
importance of people who work with technology in the introduction to his book on the
Commodore Amiga (2012, p. 8):

My position here is certainly not one of strict technological determinism, although
the Amiga’s hardware design made it remarkable, most of the credit for the vibrant,
creative culture that sprang up around this platform must go to the people who saw
the potential in the hardware and made it sing.

Technology is not the terminus of platforms. As laid out in the inaugural document “Plat-
form Studies: Frequently Questioned Answers”, Bogost and Montfort (2009) note that
culture surrounds the interpretive layers of reception/operation, interface, form/function,
code, and platform. Many of the influences of culture operate broadly, but others have
discrete effects on the platform itself. This can be viewed from two perspectives: social
protocols that determine how a platform is meant to be used and the expectations that
guide output based on cultural and intellectual exchanges between creators. In both cases,
it is possible to point to forces that have been codified to function like specifications, even
if there is no mechanism for enforcing them at the level of code. The discipline of platform
studies has evolved as a way of studying games that considers the technological and histori-
cal factors that influence production.

Codename Revolution examines the Wii as a “social platform” and discusses how this
design principle guided both the hardware and the kinds of games developed for the system
because “Games, too, are produced, distributed, received, and played via a multilayered
system of components, from hardware to software to economic and social institutions”,
write Jones and Thiruvathukal (2012, p. 11). In recent years, writers have explicated how
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platforms can be understood by framing them from varying cultural perspectives. Davis
and Xiao (2021) consider how Chinese platforms may differ from Western perspectives.
Eric Freedman (2018) argued that the production pipelines of game engines can either
restrict or expand queer possibilities of design. And Benjamin Nicoll elucidates how Minor
Platforms in Videogame History (2019) are important supplements to the broad narratives
of technologies that dominate industry discourse.

Platforms of all scopes give insight into the material of the gaming world. They can
explain why the Commodore 64 has a certain color palette, why an NES game has a slow-
down when too many enemies are on the screen, how physics works in Portal (Valve,
2007), and the implementation of different sound effects and music for the SEGA Genesis
and Super Nintendo versions of Aladdin (1993, 1994). Platforms provide a subject for
interrogating the affordances of computing media, which illuminates creative output and
fosters our appreciation for the intricacies of the invisible work that makes videogames
possible.
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7
PRESERVATION

Ken S. McAllister and Judd Ethan Ruggill

One area in which the field of game studies has struggled is preservation: the safeguarding
of video games and their attendant technical and cultural dependencies for posterity. This is
partly due to the complex nature of the game medium — a technical challenge — and partly
due to the wide range of feelings people have about the medium — a perspectival challenge.
The purpose of this chapter is to briefly unpack these challenges and, in the process, dem-
onstrate how they may be opportunities for new kinds of knowledge-making and sharing.
Concurrently, we offer a description of game preservation in its current state, outlining its
material elements, surveying typical practices and practitioners, and noting major impedi-
ments. The brevity of this chapter precludes a comprehensive treatment of the subject, but
it does provide a sufficiently detailed outline of preservation. Newcomers to the field of
game studies will benefit from its broad overview and be compelled to pursue for further
discovery one or more of the intriguing avenues we highlight.

Acts of Preservation

Video game preservation encompasses a range of materialities and practices. Collectable
materials, for example, include game hardware and software as well as related artifacts
(e.g., game-themed products), experiences (e.g., recordings of gameplay), and interviews
(e.g., industry insiders). The preservation process, likewise, consists of three main elements:
acquisition/organization, conservation, and education. Acquisition/organization is the
means by which materials are gathered (e.g., donations; auctions) and stored (e.g., filed
in cabinets; digitally on servers) with the aim of gaining physical and intellectual control
over them (i.e., knowing what is in the collection and where it is located in the preserva-
tion space). Conservation is the act of maintaining the materials in the best possible con-
dition and involves repair and restoration. Education is the facilitation of understanding
about the materials among individuals, groups, and institutions — a process that draws
heavily on work conducted around acquisition/organization and conservation. Preserva-
tion always has an educational as well as archival imperative. Within private collections,
there is an aim to understand what each object is, where it came from, how it fits into
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related material histories, the degree to which it is understood as valuable, and so on.
Within public-facing collections, preservation includes the educational elements found in
private collections, as well as an added interpretive element. In other words, public-facing
preservation efforts (regardless of what’s being preserved) entail both internal and external
educational experiences.

In game preservation specifically, there are four spheres of activity, three of which con-
centrate on games and play — software, hardware, and experiential preservation — and one
that concentrates on related materials — adjacent (or paratextual) preservation. Software
preservation focuses on protecting game software and the supporting applications that
enable it to run (often referred to as “dependencies”). Such applications include computer
operating systems, browser plug-ins/add-ons/extensions, and other programs or files cru-
cial to the smooth functioning of the game (e.g., audio drivers and video codecs). Hard-
ware preservation focuses on protecting game consoles/computers, storage media, and the
peripherals (e.g., joysticks and VR headsets) involved in play. The physical materials mak-
ing up this sphere range from the metals and petrochemicals found in/on printed circuit
boards to the rainbow of rubber, plastic, glass, wood, and other materials that encase these
boards and their paraphernalia in stylish, ergonomic, affordable, and (relatively) durable
housings. Experiential preservation concentrates on acts of play, design, and business. It
principally involves stewarding audiovisual and textual recordings of players at play (in-
game and out), as well as interviews with game developers, publishers, other industry insid-
ers, and the work of both amateur and professional game reviewers. Adjacent (paratextual)
preservation is the broadest game preservation sphere, focusing as it does on game-related
materials beyond those involved directly in play and its construction. Adjacent materials
include, but are not limited to, game packaging, strategy guides, souvenirs, clothing, food,
art, music, and fan fiction — any of the innumerable and diverse creations that surround and
extend the game medium. As a result, adjacent preservation is generally the most techni-
cally complex of the four spheres, requiring multiple expansive conservational knowledge
and skill sets (discussed more later).

The act of game preservation thus necessitates regular perambulation among these ele-
ments and spheres, acquiring, identifying, conserving, and gaining/sharing information
about an array of items that are as diverse in their physical makeup as they are in their
cultural origins and design aesthetics. Consequently, the act of game preservation asks for
practitioners who are comfortable with ambiguity, curious about variation, compelled by
detail, and undaunted by an ever-changing set of best practices that reflect the nascence
and heterogeneity of the field. Such agents are able to abide among the mercurial technical
and perspectival challenges that in large measure define the field. More importantly, they
are able to see in these challenges opportunities to discover new insights about everything
that video games function as a record of: popular culture, to be sure, but also attitudes and
understandings about history, science, politics, identity, art, and much more.

Agents of Preservation

The diversity of game-related materials and attendant preservation spheres is mirrored by a
variety of practitioners and spaces within which they work. The most formal preservation
space is the memory institution, which is dedicated to collecting, organizing, and maintain-
ing materials for posterity, public access, and scholarly or personal enrichment. Memory
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institutions include archives (e.g., the Learning Games Initiative Research Archive and The
Internet Archive), museums (e.g., the Strong National Museum of Play), and libraries (e.g.,
the United States Library of Congress, n.d.b), and they typically employ professionally
trained staff, such as archivists, curators, and librarians.

Corporate collections, in contrast, are not primarily so much memory institutions as
profit repositories, or vaults for storing intellectual property to be used in current and future
money-making endeavors (e.g., sequels, tie-ins, reissues, licensing agreements, litigation,
etc.). Game development and publishing companies (e.g., Electronic Arts), for example,
often maintain reference libraries for their designers, or sequester shipped games and their
assets in dedicated third-party storage facilities (e.g., Iron Mountain). Streaming services
(e.g., Twitch) likewise archive content (at least temporarily) as a way to increase consumer
traffic and prepare for potential legal action.

Streaming services built on user-created content (e.g., YouTube) are especially notable
in the context of game preservation because the public is at once the preservational actor —
recording and uploading content — and the beneficiary — searching for and using preserved
materials. Such services both maintain (preserve) and monetize donated materials, an
arrangement that after a point produces revenue for the content host and the content crea-
tor alike. As with similar forms of social media, this creates an unusually powerful oppor-
tunity for democratized data within the context of game preservation. Instead of being
dependent on a small handful of trained professional archivists and historians, for instance,
the field of game studies now benefits from an extraordinarily wide range of knowledgeable
enthusiasts who post video reviews of rare games, repair guides for common and obscure
hardware systems, troubleshooting techniques for obsolete file systems, ad hoc archival
procedures for storing everything from postage stamps to historical photos, and more. The
information is not always credible on such streaming services, but when combined with
access to the formal practices established by memory and research institutions, provides
game preservationists with a consistent and adaptable tool chest of technical (e.g., how to
reconnect the finicky ribbon cable inside the Nintendo Virtual Boy) and perspectival (e.g.,
how to talk with visiting school groups about gun violence in video games) techniques.

Individual collections — those created or maintained by individuals — serve memorial and/
or monetary functions, depending on the collector. For the aficionado, game materials are
personal and saved for pleasure. For the investor, preservation is professional — items are
preserved for their future exchange value (i.e., when they become sufficiently profitable in
the collectables market to entice the investor to sell). Importantly, individual collectors can
be among the most thorough and skilled preservationists, despite rarely receiving formal
training in conservational craft. Their personal and/or financial connection to the medium
brings a certain intimacy to the act of materials maintenance, which is attended by the
devotion (and thus depth of practice) crucial to intimate relationships of all kinds (e.g.,
obsessive hobbyists and their networks).

Collectively, these agents of video game preservation — from individual collectors to
institutions supported by complex organizational infrastructures — tackle the widest imagi-
nable range of technical and perspectival challenges. The endlessly proliferating number of
game-related materials to preserve, though, means that there is a constantly multiplying
number of opportunities to pioneer new preservational techniques, archival configurations,
pedagogies, and research directions. A closer look at the materials from which these oppor-
tunities emerge clarifies just how rich this vein of challenge and inquiry is.
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The Subjects of Preservation

As we have noted, game preservation is characterized by technical and perspectival chal-
lenges that present opportunities for discovery and innovation. The technical challenges
figure in all four preservation spheres: software, hardware, experiential, and adjacent. With
software, the challenge is twofold: preservation requires storage and activation solutions
that can be updated as technology changes (e.g., accessing or transitioning content from
magnetic media, optical media, solid state drives, and so on). Saving software, however,
is arguably pointless if it cannot be run; a pristine disk containing I Am Bread (Bossa
Studios, 2015) but that cannot be loaded on a Mac with OS X is not much of a game.
Common impediments to software activation include missing or incorrect software/hard-
ware dependencies (e.g., having the correct version of the needed operating system for the
software, as well as any necessary drivers and physical or emulated machinery) and storage
problems (e.g., bit rot, delaminating media). In short, a “game” stored on some form of
media does not become a game until it is integrated with an operating system embedded
within a piece of gaming hardware (e.g., a desktop computer or a dedicated gaming con-
sole); when done correctly, the technical amalgamation activates the software and makes
gameplay possible.

The hardware preservation challenge is similarly complex, typically incorporating the
technicalities involved with software storage and activation (i.e., the ability to give the
hardware instructions to follow) with the conservational skills and technologies needed to
conserve the impermanent materials used in consumer electronics (e.g., archival-grade con-
tainers, specialized tools, knowledge of microelectronics). Whereas the material challenges
associated with software preservation can be largely overcome through virtual machines
and emulators (i.e., software can be run on machines that have been programmed to act
like the operating system and hardware configuration that the software requires), this is
not possible with hardware preservation — the actual materials themselves need either to
be preserved or duplicated using newer, working physical components. In the latter case
(duplication), there is a long history of both licit and illicit hardware “preservation”, from
the Atari Flashback (a 2005 Atari-created clone of its 1977 Atari 2600) to the Subor Video
Game System (an unlicensed 1988 clone of the 1983 Nintendo Entertainment System).

Experiential preservation is much simpler and has the benefit of a rich archival tradition.
Humans have been saving and stewarding audiovisual recordings for more than a century,
and print materials for far longer. Preservation practices related to these media are thus well
established and even codified by national standards in certain instances (e.g., the United
States National Archives and Records Administration Records Storage Standards Toolkit).
This is not to say that audiovisual and print preservation practices are not evolving, nor
that there are no technical challenges with this work. Quite the opposite. Rather than facing
the often highly mercurial set of practices emerging from the realms of software and hard-
ware preservation, there is a substantial and well-established set of practices upon which
to draw for audiovisual and print materials, a large and active preservation community,
and numerous well-tested best practices (e.g., the Association of Moving Image Archivists’
“General Resources”), all of which yield tremendous advantages in dealing with the tech-
nical side of experiential preservation. They can also be dauntingly complex and detailed,
making them challenging to learn and deploy correctly. Still, whether preserving VHS tapes
of someone making a speedrun through Donkey Kong on a Commodore 64 (Atarisoft,
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1983), or saving gamer-created handwritten notes and maps of Hunt the Wumpus for the
TI-99/4A (Texas Instruments, Inc., 1981), there are ample and effective measures that even
amateur archivists can quickly discover and, with practice, implement successfully.

Adjacent preservation is the most challenging of the game preservation spheres. Game-
related materials not only encompass the software, hardware, and media formats found in
the other spheres, but also nearly any other material or medium imaginable. The officially
licensed Nintendo Donkey Kong Jungle Juice Energy Drink (Boston America Corporation,
2008), for example, is a 250 ml aluminum can filled with ingredients ranging from “Artifi-
cial Flavors” to “Yellow 5”. The Collector’s Edition of World in Conflict (Massive Entertain-
ment, 2007), likewise, is packaged in a souvenir cloth box that contains a certified piece of the
Berlin Wall. There are game-themed belt buckles, boxer shorts, breath mints, comic books,
commemorative posters, fabric samples, greeting cards, Halloween masks, key chains, por-
nography, postage stamps, rolling pins, sausage (yes, sausage), tennis shoes, yarmulkes, yarn
sculptures, and much, much more. The preservation requirements of this sphere thus run
the gamut from organics to inorganics, demanding facility with multiple kinds of chemistry,
materials science, physical conservation, and linguistic and cultural fluency.

While the four preservation spheres have distinct but overlapping technical challenges,
all share the same perspectival challenge: their focus on the game medium and its cultures.
Despite the growth of the video game industry, the impact of the medium on people around
the world, and the emergence of games as a transdisciplinary field of study, preservation
as an important and integral part of the media preservation ecosystem remains nascent, at
least professionally. The medium has not yet arrived at a moment in which saving it for
posterity — different from saving it for later re-commodification — has become a valued and
widespread part of any broad cultural or national identity. At the most basic level, this
incipiency compounds the aforementioned technical challenges because there is little col-
lective will to overcome them. Preservation resources remain focused on books, music, and
other moving image media; games are simply not yet widely considered worth saving as
a public resource. A notable exception in the US might be the Library of Congress, which
since the 1980s has allowed video games to be submitted for inclusion in its national col-
lection. Tellingly, however, even the Library of Congress does not mandate that games be
submitted in order to be protected by copyright law, nor does it necessitate that a playable
copy of a game be submitted in order to be cataloged. Indeed, many games currently listed
in the Library of Congress’s collections are only documented by video recordings of 20-30
minutes of game play, plus a brief written description of each game (Gibson & May, 2019;
United States Library of Congress, Recommended Formats Statement, n.d.a).

Nevertheless, such technical and perspectival challenges present more opportunities for
the field of game studies than roadblocks. Finding new ways to prevent 50-year-old plastic
from disintegrating, to record both sides of play on full-size arcade cabinets (gamer and
machine), and to build sustainable, engaged, and productive cooperations among industry
leaders and preservation agents — these are just a few of the many opportunities that video
game preservationists are now taking up, advancing the entire field of game studies at the
same time.

Looking Ahead

For the most part, the field of game studies is maturing rapidly. New books and articles are
published almost daily, colleges and universities around the world now have undergraduate
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and graduate game studies programs, and professors are being tenured for research that not
long ago would have drawn the same response as saying that the moon is made of green
cheese. Game preservation, nevertheless, is still very much in its infancy. Yes, games are
collected and preserved, but almost exclusively in idiosyncratic ways. Moreover, both the
field of game studies and the game industry itself have yet to truly come to grips with the
fact that the material objects they produce and study are rapidly disappearing into landfills,
off-limits private collections, and (increasingly) into the complex evanescence that is elec-
tronic distribution.

Such developments are already provoking new complications for game studies. At a
certain point, for instance, it seems likely that there will be nothing new to study except in
medias res gameplay, recordings of that gameplay, and the marketing and fan-work materi-
als digital-only games give rise to. As game distribution increasingly occurs exclusively in
digital formats — whether through direct-from-developer downloads or through services
like Steam (2003) and Direct2Drive (2004) — games will become far more inaccessible for
preservationists than they were when the biggest impediment to securing and activating
them was finding a working copy along with the necessary operating system and hardware.
When games reside only on corporate servers destined to be recycled for their rare earth
metals or thrown in e-waste landfills as soon as they drop below a certain revenue genera-
tion threshold, there will be few options left for archivists, scholars, or nostalgic gamers
wishing to reconnect with bygone titles. As noted, audiovisual and text-based recordings
and testimonials will endure, and paratexts — the adjacent materials that help energize
and sustain the play experience — will still exist and perhaps even proliferate; there will
thus be no shortage of game-related things to study. Material games themselves, however
— software products made physically persistent — will be much rarer. As early as 2009,
a group of game scholars and archivists collaborated on a white paper about the state
of game preservation, including the challenge of increasingly digital-only distribution. We
gave it the desperate title, “Before It’s Too Late” (Lowood et al., 2009) in order to signal
to the game industry and the academy that a radical new challenge was emerging, one that
if ignored would result in a tremendous gap in the video game medium’s archival record.

More than a dozen years later, there have been few (if any) definitive successes indicat-
ing that this challenge has been overcome. Meanwhile, the number of brick-and-mortar
game stores continues to decline, while the purchase of games online continues to grow.
According to Statista, in 2009, 80% of all video games purchased in the US were acquired
in a physical form; by 2018, that number had plummeted to just 17% (2019). It is almost
certainly even lower now in 2022. Kyle Orland, the Senior Gaming Editor at Ars Technica
echoed these problematic issues in an early 2022 article contrasting the fact that “games
on physical media are quickly becoming a smaller and smaller part of the console market”
with the reality that “The coming shutdown of the Wii U and 3DS eShops will mean hun-
dreds of digital-only games on those platforms will no longer be available for purchase”.
He rightly observes that had these games been released in both digital and physical formats,
“they would continue to live on in the secondary market”. They would also be much easier
to preserve for posterity.

On the upside, video game preservationists all over the world are highly aware of these
issues and work hard using a variety of approaches to re-see obstacles as opportunities.
From dumpster diving to abscond with discarded source code and game assets, to mount-
ing full-scale social media campaigns to encourage developers to allow fan take-overs of
massive multiplayer online games whose user bases are too small to sustain profitability,
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preservationists are a determined and innovative lot — part detective, part hacker, part
bulldog. Their work will continue, and continue to change, side-by-side with the medium
they study.
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3
RESOLUTION

Mark ]. P. Wolf

The concept of resolution is used in all digital media, and is therefore applicable to video
games. Resolution refers to the number of discrete and indivisible units (such as pixels,
frames, available colors, polygons, or samples) used to represent (or resolve) a portion of
an analog spectrum, in particular, those of space, time, color, geometry, or sound, respec-
tively. Due to memory limitations, processing speed, and screen and speaker capabilities,
these types of resolution are always limited in some way, requiring graphic designers,
sound designers, and game designers to take them into consideration, especially in projects
with more restrictive limitations regarding resolution. When there is insufficient resolution
in any of these areas, some type of artifacting occurs, which disrupts the smoothness of
the transitions between the discrete units involved, revealing the borders or gaps between
them, which often disrupts continuity and calls attention to the lack of resolution. As
such, attention to the boundaries of individual units is generally considered undesirable
since this usually results in what is considered a reduction in quality of the final output,
requiring techniques to smooth over these gaps or boundaries and restore smoothness to
the final output.

The first four types of resolution — spatial resolution, temporal resolution, color resolu-
tion, and geometric resolution — have to do with computer graphics. They can all be limited
both by the way software is programmed as well as the capabilities of the hardware that the
programs run on, although hardware limitations also place an upper bound on what can be
done with software on any given system.

Spatial Resolution

Spatial resolution is measured in pixels per inch and refers to the amount of detail possible
in a digital image, which is made up of a grid of pixels (which is short for picture elements).
The more spatial resolution an image has, the more it is capable of resolving small details.
Standard resolutions of imaging devices include 640 x 480 pixels for standard NTSC tel-
evision, and 1,920 x 1,080 pixels for full high-definition television. Some cameras, such
as the Red One by Red Digital Cinema Camera Company, can produce digital images
that are more than 4,000 pixels across, but such images are still far less than what the
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human eye can perceive. Since the human eye is able to resolve around 0.3 minutes of arc,
images produced by the eye, depending on conditions, are somewhere between 52 megapix-
els (McHugh, 2005) and 576 megapixels (Clark, 2005). The screens used by visual media
devices, though, usually only occupy a portion of the eye’s field of vision during viewing,
and gestalt processes performed by the eye and brain also process imagery and interpolate
between pixels, so images with resolution lower than what the eye is capable of can still be
used without attention being drawn to issues of resolution that would disrupt the viewer’s
contemplation of them.

The imaging device used by a video game, however, only presents an upper bound for
resolution; processing power and software-related restrictions can also limit resolution,
as in early home video games, such as those of the Atari VCS 2600, which used an NTSC
television but had a resolution of only 320 x 192 pixels. Likewise, early home computer
software had various graphics display standards that often did not use all the screen reso-
lution offered by monitors. Prior to 1984, the CGA (Color Graphics Adaptor) standard,
which allowed image resolutions of 320 x 200 pixels with a four-color palette (or 620 x
200 with a two-color palette), was used by DOS computers for graphic displays. Such harsh
restrictions made representational imagery difficult, leading to the 1984 release of the EGA
(Enhanced Graphics Adaptor) standard, which allowed image resolutions of 640 x 350
with 16 supported colors from a 64-color palette. In 1987, graphics improved again when
IBM released the VGA (Video Graphics Array) standard with images of 640 x 480 pixels
and a 256-color palette, which was later improved to the SVGA (Super Video Graphics
Array) standard, with an image resolution of 800 x 600 pixels. Today, console-based games
are also available for high-definition and 4K television monitors, and games with three-
dimensional graphics can be scaled to a variety of resolutions, unlike two-dimensional
games that were resolution-specific.

The lower an image’s spatial resolution, the more apparent the edges of individual pix-
els will be, resulting in a jagged appearance referred to as aliasing. The effects of alias-
ing can be lessened by using rows of pixels of interpolated colors or tones at boundaries
between different colors or tones to make the transition between them more gradual; this
process is called anti-aliasing. Various anti-aliasing algorithms use such things as subpixel
rendering, the colors of neighboring pixels, and knowledge of the workings of the human
visual perception system in order to determine the correct coloring of pixels for the reduc-
tion of aliasing.

Temporal Resolution

Temporal resolution refers to the number of frames per second (fps) used in time-based
media. The more frames per second used in moving imagery, the smoother apparent motion
can appear within the imagery. Filmmakers in the silent era discovered that 16 fps was the
rate at which “flicker fusion” occurred; that is, the rate at which a projected image appears
to be continuous rather than flickering, thus setting a lower bound for temporal resolution
in moving image media. Sound film raised the rate to 24 fps (due the demands of sound
technology), and some film formats use higher rates; for example, Showscan footage is shot
and projected at 60 fps, giving its imagery a more realistic appearance due to the lack of
visible grain in the imagery.

For video games, however, the frame rate is determined by both hardware and software,
similar to spatial resolution. While computer monitors usually have a frame rate of 30 Hz
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or higher in order to produce a continuous image, the processor of the computer using the
monitor may produce imagery at a lower frame rate, causing frames to be held on-screen
longer than the screen’s refresh rate; for example, the computer game 3D Monster Maze
(J. K. Greye Software, 1982) had a frame rate of only 6 fps due to the demands it made
on early systems. Other games that involve fast action require higher frame rates, often
30 fps or 60 fps. Quake III Arena (id Software, 1999) was designed to have a maximum
frame rate of 1235 fps, though processing demands and hardware limitations could slow the
game down.

Temporal aliasing, known as strobing, occurs because a frame rate is too low to convey
a sense of smooth motion, and moving objects appear to jump from one position to another
rather than moving smoothly between them. The effects of strobing can be lessened through
the use of motion-blurring, which simulates the blur that an object would have passing
through a given span of space in a given span of time, all within a single image. The addi-
tion of motion blur to a moving object fills in the gaps between the object’s positions from
one frame to the next, smoothing the overall appearance of the motion. Micro stuttering
is another type of temporal aliasing, found specifically in game systems that use more than
one graphics processing unit (GPU) to produce their imagery. When multiple GPUs are pro-
ducing imagery at slightly different rates, the result is disruption of smoothness, in which
some images remain on-screen longer than others.

Color Resolution

Color resolution or depth (or in the case of grayscale imagery, tonal resolution or depth), is
measured in bits per pixel (bpp) and refers to the number of colors available for use in an
image or series of images (for 7 bits there are 2" possibilities). Color resolution first depends
on hardware capabilities that determine what range of colors can be displayed and which
set an upper bound for resolution. Most display systems are RGB-based, meaning that their
colors are produced by combining red, green, and blue, each of which can occur at different
levels depending on the resolution available. Within hardware limitations, color resolution
is also determined by software programming, which determines the number of bpp that will
be used. As mentioned earlier, different graphics standards had a range of color palettes,
from black and white imagery (1 bpp) to a four-color palette (2 bpp), eight-color palette
(3 bpp), 16-color palette (4 bpp), 64-color palette (6 bpp), 128-color palette (7 bpp), 256-
color palette (8 bpp), and so on, to palettes with millions or billions of colors. By compari-
son, the human eye is said to be able to distinguish as many as ten million colors, though
estimates vary widely (Judd & Wyszecki, 1975, p. 388).

When the color resolution of an image is low, the jump from one color to another
along a gradient is more abrupt and noticeable, resulting in color aliasing or mach band-
ing, also known as posterization. This can be alleviated through the use of dithering, in
which pixels of different colors are mixed in changing ratios across the boundary between
colored areas, allowing one color to increase while another decreases, simulating a gradi-
ent between different colors or tones when the image is viewed from a distance or if the
spatial resolution is high enough. To get around color limitations, some games also use an
adaptive palette that has a limited number of colors but changes what those colors are from
one screen to another, depending on the needs of the scene being displayed. For example,
the pre-rendered images used in Myst (Cyan, 1993) used a 256-color adaptive palette and
dithering to smooth color gradients within a scene. By contrast, Myst Masterpiece (Cyan
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Worlds, 2000) had 24-bit color and did not need to rely on dithering. Some monitors are
now capable of 48-bit color, which can produce 281.5 trillion colors, far beyond what the
human eye can distinguish.

Geometric Resolution

Geometric resolution, when applied to three-dimensional graphics, refers to the number
of polygons used to resolve a three-dimensional shape within a three-dimensional space.
The more polygons used, the more curved surfaces can be approximated and accurately
represented in an image. Geometric resolution, then, is limited by the number of polygons
per second that a computer is able to render on-screen in real time. For example, the Nin-
tendo 64 was able to render between 100,000 and 150,000 polygons per second, while the
PlayStation 3 is said to be able to render 275 million polygons per second. While geometric
resolution sets limitations on the modeling of three-dimensional objects, how realistic those
objects appear also depends on such factors including color resolution, textures, lighting,
and movement.

Low geometric resolution, in which the edges and vertices of individual polygons are
more discernible, results in a blocky or faceted appearance, whereas higher resolution
allows for smoother curves and flowing forms. Naturally, simpler objects require fewer
polygons, while more complex ones require more. One of the challenges of computer mod-
eling is to represent the object being modeled with as few polygons as possible while still
maintaining as realistic an appearance as possible. The geometric aliasing that occurs in
low-resolution models can be aided by certain shading techniques, such as Gouraud shad-
ing or Phong shading, which apply color or tonal gradients across polygons so that their
boundary colors match, making the boundaries between them less noticeable and smooth-
ing their appearance (Foley et al., 1990).

Since each visible polygon must be accounted for during rendering, objects with higher
geometric resolution take longer to render than objects with lower resolution. This means
that distant copies of an object that are barely visible and take up very few pixels on-screen
will take just as long to render as the same objects seen in close-up, thus wasting rendering
time on details that will not be visible. To remedy the situation and reduce the time needed
for rendering, computer graphics processes, such as NURBS (Non-Uniform Rational Basis
[or Bézier] Splines), allow geometric resolution to change dynamically based on the appar-
ent distance from the viewer, so as to save calculation and rendering time when objects take
up less on-screen space (Polevoi, 2000).

In addition to techniques involving dynamic resolution, video game designers have found
other ways to limit the number of objects that need to be rendered in real time, including
the obscuring of distant objects in darkness or fog and the designing of spaces to avoid
views that involve great z-axis depth, thus limiting the distance at which objects are visible.

Sonic Resolution

The quality of a game’s sound depends on sonic resolution, which is measured in the num-
ber of samples per second and bits per sample. Samples are used to digitally reconstruct
an analog sound wave as accurately as possible, and each sample is used to indicate the
amplitude of a sound wave at a particular point in time. The number of samples per second,
then, places an upper boundary on the highest frequency that can be represented, while the

58



Resolution

number of bits per sample determines the accuracy of representing the waveform’s ampli-
tude at any given sample. Since human hearing typically ranges from 20 Hz to 20,000 Hz,
compact discs have a sampling frequency of 44,100 samples per second, which places an
upper bound of 22,050 Hz for signals that can be reconstructed at that sample rate, thus
covering the range of human hearing. Many newer formats, such as DVD-Audio, use even
higher sampling rates, some as high as 192,000 Hz.

Although analog signals can suffer from several different types of distortion (namely
those of attenuation, phase, amplitude, harmonic, and intermodulation), digital signals can
also suffer distortion, such as clipping (when not enough amplitude is available during
playback due to too few bits per sample) or aliasing due to too few samples per second.
Oversampling and anti-alias filtering also help to smooth out signals but require additional
memory and processing. Certain sound formats have been designed specifically for video
games, including the VGM (Video Game Music) format, used for SEGA systems in the
1980s, and the PSF (Portable Sound Format), originally used for the first Sony PlayStation
and since then adapted to a number of other systems. Both formats now also include a
number of subformats with different specifications and sampling rates.

Interactive Resolution

Finally, the concept of resolution can also be applied to a video game’s interactivity. Like
graphical resolution, the resolution of a game’s interactivity has two dimensions to it, which
can be measured according to the number of choices per second encountered by a player
and the number of options per choice. Fast-action games will usually have a high rate of
choices per second, with reaction an important factor in gameplay. Players often have to
react quickly and have little time to decide between options, with choices continually being
made. Fast-action games can be made easier by limiting the number of options per choice;
for example, in Space Invaders (Taito, 1978), at any given moment during gameplay, play-
ers usually have four options available: move left, move right, shoot, or do nothing. Other
kinds of games, such as those of the adventure genre that have more developed storylines
and worlds, have slower paces where more time is allotted to players to consider what they
should do next, but the number of possible actions they can take is higher, and the series of
choices they will have are often more integrated, interdependent, and complicated. Usually
games will need to have either a high number of choices per second or a high number of
options per choice to be considered interesting or challenging; yet if both types of resolution
are high, the game may be considered too difficult.

Just as other types of low resolution may distract players and call attention to a game’s
limitations, reducing the frequency of choices and number of options per choice can also
frustrate players and make a game’s interactive potential seem inadequate. Games with an
overreliance on cut-scenes or video clips may be seen as relatively uninteractive, an accusa-
tion sometimes leveled at the genre of games known as interactive movies. Too few options
per choice may make choices too easy or uninteresting, leading to decreased involvement
and engagement in a game, which may also decrease a game’s replayability. The greater
the frequency of choices that a player must make, the more that player feels a sense of
agency during gameplay, while a greater number of options per choice increases the need
for decision-making, demanding more consideration from players and giving them more
alternatives to explore in later replayings of the same game. These two dimensions of inter-
active resolution can also compensate for each other; since a greater number of options per
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choice requires more thought, a player will not need as many choices per second to remain
engaged. Likewise, having limited options will not seem as constricting if a player must deal
with a large number of choices per second.

Like other types of resolution, interactive resolution depends on the limitations of both
the hardware and software used. In the area of hardware, the ability to interact is limited
by the sensitivity of input devices, as well as the number of actions and functions they allow
(for example, directions of movement and the number of buttons or triggers they contain),
as well as things such as processor speeds and loading times. Likewise, the software running
a program will determine input speeds, the frequency of screen updates and other types of
feedback, and what is possible at any given point within gameplay.

Relationships Between Types of Resolution

The various types of resolution found in video games are not isolated in their effects, but
compete for resources (such as memory and processing power) resulting in balances and
tradeoffs that must be taken into consideration during game design and programming.
At the same time, increasing one type of resolution can sometimes be used to compensate
for decreases in other types of resolution, as in the example given in the previous section.
Thus, one must consider not only the various types of resolution but also the relationships
between them.

For example, because they all deal directly with graphics, three types of resolution — spa-
tial resolution, color resolution, and geometric resolution — are closely related. The alias-
ing in an image with low spatial resolution can be eased with higher color resolution that
allows smoother anti-aliasing to be done. Higher color resolution can help reduce tempo-
ral aliasing because it makes motion-blurred imagery possible since blurs require gradi-
ents. Smoother gradients, used by shading techniques, can also reduce the effects of limited
geometric resolution. On the other hand, higher spatial resolution can make up for low
color resolution by making dithering less noticeable, allowing dithered color gradients to
appear smoother. The quality of grayscale imagery is also perceived differently from color
imagery, with a wider dynamic range of color making up for lower spatial resolution: thus,
a designer wishing to save memory should reduce the tonal resolution in grayscale imagery
while leaving the spatial resolution unchanged; whereas for color imagery, the spatial reso-
lution of color images should be reduced while the color resolution is left unchanged (Ester,
1990). Finally, geometric resolution also depends on spatial resolution since the number
of pixels available for imaging will limit the degree to which complex geometry can be
adequately represented on-screen, thus effectively limiting the amount of geometric resolu-
tion necessary.

Other relationships exist as well. Temporal and spatial resolution both are factors in
determining the limits of interactivity since they determine the speed of gameplay and what
is seen of the game’s world. Greater spatial resolution and greater geometric resolution
both require more render time when graphics are produced in real time, slowing down the
rendering of frames and decreasing the number of frames per second that a game is able
to display. Likewise, more textures and colors mean more use of processing power and a
potentially slower frame rate as well. Also, because sound can influence the human percep-
tion of color, one could even suggest a relationship between sound and color (Letourneau &
Zeidel, 1971). While graphics and sound do not directly limit the resolution of interactiv-
ity, they may place limitations on a game’s content that in turn limits interactivity. This is
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true especially of earlier game technology, such as the Atari VCS 2600, where the program
running the game had to alternate between accepting input and other tasks, such as putting
graphics on-screen, producing sounds, and changing color look-up tables.

Although issues involving resolution are less likely to arise as systems grow faster and
more powerful and are thus able to provide all the memory and processing power needed
for higher resolutions, new venues such as mobile phones have reintroduced smaller screens
to gaming, and state-of-the-art games tend to push their boundaries whatever they may be,
allowing issues of resolution to remain important. Also, the concept of resolution often
provides a way of comparing and benchmarking technologies, and the measurements of a
system’s capabilities in regard to the different types of resolution are typically included in
lists of specifications.
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9
DIGITAL DISTRIBUTION

Ashley P. Jones

Video games have become a standard medium of the digital mass communication era, with
some scholars even beginning to call video games “digital games” to be more inclusive of
the different types of gaming that occurs via digital platforms. Despite being a mainstay in
the digital era, video game companies have not always fully embraced digital distribution of
games. However, in the last decade, digital distribution has been a growing trend from indie
developers to triple-A developers. This chapter explores the evolution of digital distribution
in the video game industry in response to factors such as accessibility, the indie game move-
ment, and the rise of mobile and portable gaming.

The history of distribution practices for video games traces the evolution of gaming as
a public function in arcades, to a private function as home consoles, back to the public
function of online gaming in recent decades. Video game availability was limited to specific
times and places from the earliest times of Spacewar! (Steve Russell, 1962) to the public
gathering spaces of arcades in the 1970s and 1980s. Players had to go to where the games
were and wait their turn to play their game of choice.

As home consoles and personal computers (PCs) became more popular in the late 1970s
into the early 1980s, the public practice of playing video games moved into the private space
of individual users. Due to affordability issues, home consoles and personal computers
still often had a public gathering aspect to them as those with the access to such platforms
would draw the neighborhood crowds to play their favorite games. The introduction of
cartridges, CD-ROMs, and mini-cartridges to the home console market are some examples
of how the physical distribution of games kept up with available technologies. Consoles
such as the Super Nintendo Entertainment System (1990), the Sony PlayStation (1994), and
even portable consoles such as Nintendo’s GameBoy (1989) all used physical distribution
methods. Personal computers also used physical distribution methods through CD-ROMs
and other mini-storage devices to create personal gaming experiences for players.

An early adopter of digital accessibility was Gameline by Control Video Corporation
(CVC). This modem-based dial-up distribution service was a pre-cursor to America Online
(AOL) and created access for players to download games over their telephone service for
their Atari 2600s. As the Internet became more widely available and used around the
world, the video game industry adapted their consoles to take advantage of Internet access
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capabilities in the early 2000s with Sega’s Dreamcast (1998) and eventually the Sony Play-
Station 2 (2000), and Microsoft’s Xbox (2001). PC users were ahead of the video game
console developers in this sense, with many PC gamers participating in early multi-user
dungeons (MUDs) and massively multiplayer online role-playing games (MMORPGs) from
the 1970s and 1980s (Bartle, 2003). These early virtual-world style games took off in the
1980s via the use of online bulletin-board-style access networks and limited access online
servers. However, it wasn’t until the mid-late 2000s that digital distribution became a com-
mercially viable form of distribution for accessing and playing different types of games via
PCs, portable consoles, home consoles, and mobile gaming.

What Is Digital Distribution?

Digital distribution is the act of disseminating information via digital platforms through
the digitization of analog materials. This essentially means that traditionally physical media
products have been turned into a digital format for wider dissemination across a variety
of digital platforms. Today, many media products begin as digital artifacts and become
digitally available through many different platforms. While digitization of different media
products does not necessarily mean that the industry itself will undergo digitization (the
act of reorganizing how the industry itself works in relation to changing over to digital
products and business practices), many industries have had to undergo digitalization in
order to maintain relevancy (Donoghue et al., 2021). Examples of entertainment industries
that have moved through the process of digitalization include video game, television, film,
and book publishing, to name a few. For example, in the television and film industries, the
use of streaming platforms to release new television series episodes and even feature films
has become common practice via platforms such as Netflix (1997) and HBO Max (2020).
With the COVID-19 pandemic beginning in 2020, this practice became almost a necessity
for certain industry businesses to maintain themselves while many individuals around the
world chose not to go out in public. The book publishing industry has also turned to the
electronic book format with the introduction of e-readers such as Amazon’s Kindle (2007)
and the book subscription service Kindle Unlimited. Digital distribution products and plat-
forms have become a mainstay aspect of media consumption practices today.

In addition to the act of digitization of media products and digitalization of different
media industries, Donoghue et al. (2021) argue that the use of digital distribution practices
is tied up in the consumption practices of the contemporary media user and acts as “a site of
cultural production” (p. 5). Distribution is a form of cultural dissemination with a feedback
loop built into the economics of selling products to predict popularity and what additional
or similar products get made and disseminated in the future. Digital distribution allows
this type of distribution research to take place at a faster rate and in turn impacts the act of
digitalization that industries decide to undertake (Donoghue et al., 2021).

Thus, it has been asserted that the cultural power of digital distribution business prac-
tices partakes in the tendency to act as a form of gatekeeping, a socially formed way of
limiting who is included and excluded from an activity or space. Digital distribution has
paved the way for greater access to a variety of media products and content in addition to
analog distribution outlets. But what makes it into these different digital libraries, channels,
and outlets? Virginia Crisp (2021) postulates that digital distribution gatekeeping occurs
at both the nodes of access and the groups and individuals who have authority over those
nodes of access. However, Crisp is careful to note that the different nodes work within an
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ecosystem with each other and gatekeeping power at one node doesn’t necessarily have as
much of an impact on another node. Crisp identifies the different nodes as: distribution/
publishing, marketing, intellectual property ownership, funding, hardware, retail, regula-
tion, curation, and archiving. According to Crisp, distribution/publishing is one of the more
powerful nodes of gatekeeping potential, impacting the roles of several of the other nodes
more than those nodes affect distribution. These elements often remain the same between
analog distribution business practices and digital distribution practices, but the ways in
which cultural power and media products become shared with the world has changed, thus
impacting the digitalization of media industries across the board.

A Brief History of Digital Distribution in the Video Game Industry

Despite being part of the digital era, the video game industry originally started out with
analog distribution methods and continues to maintain these methods in addition to digi-
tal distribution. Examples of these analog distribution methods were highlighted earlier,
such as cartridges, CD-ROMs, and mini-cartridges. While early PC gamers adopted the
limited network capabilities of different MUDs, MMORPGs, and CVC’s Gameline service,
it wasn’t until the adoption of commercial Internet into home game consoles that digital
distribution truly became an option for the video game industry.

Internet-enabled consoles initially included Sega Dreamcast (1998), Sony’s PlayStation
2 (2000), and Microsoft’s Xbox (2001) and eventually developed into Wi-Fi—enabled con-
soles in the next generation consoles of PlayStation 3 (2006), Xbox 360 (2005), and Nin-
tendo’s Wii (2006). Aphra Kerr (2021) describes these early Internet consoles as being
“walled gardens for playing games on physical artifacts” (p. 107). Wi-Fi—enabled consoles
and the rise of mobile devices broke down these analog distribution walls and truly initiated
the video game industry into the world of digital distribution.

Game hardware developers Sony and Microsoft engaged digital distribution practices
through their subscription-based memberships PlayStation Network and Xbox Live, respec-
tively in the mid-2000s. These game consoles introduced the concept of the entertainment
system with the services provided by the subscriptions to include digital downloads, music
streaming, and enhanced social networking features with other players. The subscrip-
tions were available on a tier system with higher tiers receiving more benefits. While being
Wi-Fi—enabled, Nintendo’s Wii (2006) console did not necessarily offer the same features
to owners. Yet, it allowed consoles to connect to each other through self-generated LAN
connections and additional connectivity to Nintendo’s handheld console, the Nintendo DS
(2004). These digital distribution options for Xbox and PlayStation continued through
the following generation of consoles as well, including Xbox One (2013) and PlayStation
4 (2013).

Xbox, PlayStation, and Nintendo have since moved on to further develop their digital
distribution channels in the most recent generation of consoles, the Xbox Series X/S (2020)
and the PlayStation 5 (2020). Notably, these consoles now offer the option of being discless
with the Xbox Series S and the PlayStation 5 Digital Edition. Both consoles are also back-
wards compatible, offering gamers the nostalgia of playing older games on newer consoles.
Additionally, Microsoft revamped their Xbox Live subscription services into Xbox Game
Pass, a subscription-based account that provides gamers with an ever-changing library of
games, including many day-one releases. PlayStation also offers a similar subscription-style
upgrade with their combination of PlayStation Now services (backwards compatibility
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games from PS2-PS4) into their PlayStation Plus subscription account. With different tiers
available to subscribers, both Xbox and PlayStation offer a variety of new services that
benefit digital distribution channels by offering an aggregate of games in a new library,
cloud-streaming services, and even access to other aggregate libraries such as EA Play with
Xbox. Even Nintendo finally hopped on the digital subscription access train in 2021 with
the release of Nintendo Switch Online, which includes a library of Nintendo-64 games,
cloud play, and online downloads.

Indie gamers and developers were also quick to jump into digital distribution chan-
nels. Valve’s Steam platform, released in 2003, was one of the earliest digital platforms to
encourage digital downloads of games and game support. While originally intended as a
platform for Valve’s games, it quickly became a hub for third-party developers to host their
games on the platform. Steam now offers a service for indie game developers to publish
their titles via Steam’s library called Steam Direct (previously Steam Greenlight). Addition-
ally, the platform itch.io, launched in 2013 by Leaf Corcoran, is another digital publishing
outlet for game developers as well as music, e-books, and other digital assets. Itch.io has
thousands of games available for download and often uses the pay-what-you-want model
for bundles of games of similar interests or topics. Both platforms offer a strictly digital
distribution outlet for the purchase of video games and offer thousands of different games
each. While Steam has found commercial success and triple-A developer partnerships in
their platform, itch.io continues to be more indie gamer-friendly and focused.

The rise of mobile communication devices such as tablets and smartphones brought
about the video game industry’s first major competitors in the form of Google and Apple as
well as social media networking games such as Farmuville (Zynga, 2009). Google and Apple
both released arcade game options via their own platforms as well as created aggregate
libraries for third-party developers to create games to sell in their app stores. Within the
previous decade, these types of free-to-play or freemium style games have accounted for
large portions of the digital distribution revenue of gaming (Entertainment Software Asso-
ciation, 2019). Many game developers have added online-accessible components to their
traditionally developed games with models of micro-transactions, upping the revenue of a
game series significantly when players choose to participate in online spaces.

These ecosystem interactions of digital distribution among a variety of different gaming
outlets points to what Aphra Kerr (2021) identifies as the five core production logics of
digital gaming. These include: publishing with the vertical integration aspects of developers
and publishers in the gaming industry; flow, which is epitomized by the use of online gam-
ing and micro-transactions; performance and platform logics, which explore the relation-
ships between creators, players, and the economics of distributing; and finally circulation,
which Kerr argues is the newest production logic due to the turn toward digital distribu-
tion (pp. 118-119). Circulation as a production logic emphasizes player data, community
management, and the commodity of play. Examples of these aspects include the growing
number of professional players on the Twitch platform, the expansion of community man-
agement positions in online gaming development, and the growing area of data collection
and interpretation that takes place via these online communities and platforms. Kerr asserts
that circulation emerging as a production logic due to the digital nature of the video game
industry today is indicative of how cultural production practices are occurring within video
game communities at large. As the ability to jump onto fast online connections has grown,
the video game industry has had to quickly change up how products and services are deliv-
ered (van Dreunen, 2020).
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Digital distribution within the video game industry has taken hold and isn’t showing
any signs of letting up. Major developers and publishers have embraced the role of online
access and digital distribution into their business practices. A cascading effect is being seen
throughout the video game industry.

The Impact of Digital Distribution on the Video Game Industry

Digital distribution options for players, developers, and publishers have had a large impact
on how the video game industry presents products to consumers. Joost van Dreunen (2020)
contends that the digitization of interactive media is the newest economic boom for the
video game industry, with no signs of it slowing down. Digital downloads, thanks in part
to mobile communication devices, began picking up in 2008 and have grown until dollars
spent on digital games overtook both video and music at $21 billion in 2018 (van Dreunen,
2020, p. 15). The Entertainment Software Association reported in 2019 that digital down-
loads of games accounted for a staggering 83% of sales compared to just 17% in physical
copies. This is attributed to the easy accessibility of both mobile gaming and digital down-
loads of larger games.

The convenience factor is hard to ignore as a benefit of digital distribution for different
gaming titles and genres. This was noted back in 2007 when John Smedley, the president
of Sony Online Entertainment at that time, stated: “It’s the convenience of being able to
sit in your home, click a button, and get a game when you want it that’s going to win out”
(Hyman, 2007, p. 11). Smedley also pointed out that the development of the Sony PlaySta-
tion 3 at that time was focusing on keeping digital distribution centered with the built-in
ability to download in the background while the player continues to play (Hyman, 2007).
With the COVID-19 pandemic, this ability to download at home and play with friends
while being physically separated proved important. According to the Entertainment Soft-
ware Association’s, 2021 Essential Facts Report, 55% of players reported they played more
during the pandemic with 90% reporting they would continue to play online even after
isolation requirements ended (p. 4). While these numbers mean convenience for the player,
there are many retailers that are hurting due to this turn to digital distribution.

With the rise in game streaming services, digital distribution, and mobile gaming, retail-
ers like GameStop have been in a downward decline over the past decade. A Business
Insider article by Katie Canales (2019) noted that the business model of players trading in
old games for new ones takes a hit when gamers no longer buy physical copies of games
to trade in at a later time. Inventory sits in the stores while players stay home to download
games. Digital distribution, it seems, has cut out the middleman of major retailers.

Adding into this, many game developers and publishers now offer their own storefronts
for digital distribution options, including EA and Ubisoft. Entertainment Arts, also known
as EA, runs the digital storefront Origin, a gaming platform that offers up offline playing,
cloud saves, and social networking with different friends. Ubisoft, another game develop-
ment company, likewise offers a subscription service named Ubisoft+, which offers access
to Ubisoft’s game library to subscribers. In addition to the aggregator activities mentioned
earlier by Microsoft’s Xbox, Steam, and Sony’s PlayStation services, it isn’t hard to see how
digital distribution has made things difficult for big box retailers to keep up.

Finally, with the addition of mobile gaming on smartphones and tablets picking up speed
over the last decade, portability of gaming is becoming a growing factor to consider in
relation to digital distribution. Entertainment Software Association’s 2021 Essential Facts
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Report states that 57% of gamers use their mobile communication devices to play, with the
majority of those being ages 35 and older (pp. 11-12); 63% of gamers also admit to play-
ing casual or mobile games regularly (ESA, 2021, p. 7). Nintendo has always been on the
cutting edge of portability of games starting with their original GameBoy in 1989 through
today with the Nintendo Switch and the Nintendo Switch Lite. Steam, additionally, has
jumped on this trend with the staggered release of their Steam Deck controller, which pro-
vides players access to play their PC games on the go, taking their Steam library with them.
Even third-party controllers are hitting the market with products such as Backbone, which
plugs a smartphone into a controller shell, allowing players to use controls they are familiar
with via their phone. Gaming on the go means that online connections and digital distribu-
tion now have even more ways to connect players with games.

Conclusion

Digital distribution for video games has created an opportunity for expansions in gaming
apparatuses, play styles, and play accessibility but has also caused economic damage to
many retailers and forced the video game industry to rapidly shift their business strategies.
Players have more choices and access to more games than ever before. Indie developers are
able to get their products out to more players faster and easier with platforms such as Steam
and itch.io. Digital storefronts are becoming the norm as video game developers are bought
up by larger companies and players turn to the convenience and time-saving practice of
buying games digitally rather than physically. It may have taken the video game industry
longer than expected to embrace digital distribution, but it appears that the practice is here
to stay.
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10
FREE-TO-PLAY

J. P. Simon

Since the early 2000s, the video game industry went through major changes with declin-
ing segments (console-based and PC-based games) and fast-growing ones (online and mobile
games) (De Prato, 2014). As of 2021, mobile games were the biggest category in gaming,
accounting for nearly 52% of the global games market ($90.7 billion out of $175.8), followed
still by consoles (28%) and PC games (downloaded and boxed) with 20% (Newzoo, 2021).

The first section describes the enabling conditions of the shift between segments. The
second section accounts for the historical appearance of the free-to-play (F2P) model. The
next section reveals the main characteristics of the model, and the following section the role
of a data-driven culture for the companies involved and their business models. The fifth
section considers the changes brought in the value chain, the coming of new intermediaries
like platforms and an array of specialized start-ups, and the opportunities opened up to
developers. The last section reviews the limits of the model.

Changing Conditions

This shift between segments was enabled by transformations on the supply side (fast deploy-
ment of broadband networks and new technology generations, cheap mobile terminals, and
accessible data plans). The Apple 2007 release of the App Store for its smartphones, fol-
lowed by Google with its own store for Android devices, paved the way for app developers
to create free, paid, and pay-per-feature games catered to a mass market. These releases
have been accompanied by changes in the economics of hardware. Users are playing games
on devices (mobile or computers) they already own without having to acquire a dedicated
device like a console. Lastly, this shift triggered a change of demographics with a global
growth in the number of players from Asia where the lower purchasing power and the
willingness to pay for games were rather low if not nil, as in the case of Indian gamers:
As of 2016, only 1% of the players were paying (Gamesbond-Mauj, 2016). Some of these
countries, such as India, even skipped the PC Internet usage phase and directly jumped on
the mobile wave.

As games have transitioned from retail to more digital markets, parts of the legacy value
chain became redundant. Hence, the original business model of the video game, inspired
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by the publishers’ boxed products (equipment bought to install and use a game), appeared
outdated as video game business models become diverse: pay-per-play, freemium, crowd-
funding, bundling, and subscriptions, for example. The traditional business models were
supplanted with these new stream models so as to take advantage of these shifts to reach
a wider audience. However, to deal with these shifts, the industry was facing two major
challenges: on the one hand, piracy has been plaguing the industry for quite a while, on the
other hand, as opposed to traditional gamers (consoles or PCs), new players’ willingness to
pay for games could not be taken for granted.

Keeping Piracy at Bay

The Asia-Pacific region has been leading in online and mobile games and pioneering inno-
vative business models since 2005. They were an unexpected consequence of piracy, with
Chinese game companies (Kshetri, 2013, p. 3; Simon, 2015), just like South Korean games
companies (Wi, 2009), coming up with bold business strategies to mitigate the risk. This led
to the creation of the F2P model that dominates, by and large, the Chinese market; a model
fit for consumers with low purchasing power.

Although the role of piracy, the copying and counterfeiting of products for the growth
of entire segments of the Chinese industry, is a well-known critique of the Chinese growth
model, things started changing in the early 2000s. China joined the World Trade Organi-
zation in 2001, and in 2006, the World Intellectual Property Organization. Copying was
more and more acknowledged as a problem by the growing Chinese video game indus-
try itself. The intervention of the Chinese government, through the 2000 ban of consoles,
opened up the field, de facto, to online games. Chinese IT companies, such as Tencent,
NetEase, and Shanda, seized this opportunity to benefit from the fast deployment of the
Internet and the growth of mobile gaming. But they needed a resilient business model that
could circumvent piracy.

Shanda (n.d.) prides itself on having been the first company to introduce the free-to-play
model in 2005 with the goal of significantly enlarging the addressable market size. Tencent,
a pioneering company for social networking and on-line gaming, introduced the model in
2008 for online games such as Dungeon & Fighter (a popular Korean PC Nexon games,
Nexon, 2005). Tencent converted most of its hundreds of millions of social-media users
into paying customers, mainly for virtual items in games (Simon, 2021).

Main Features of the New Business Models

Online and mobile games are characterized by two major business models: the pay model
(subscription is usually the case for massively multiplayer online games [MMOGs]) and the
F2P model (there is no consensus as to the definition, and although some make a distinction
between free-to-play and freemium, it does overlap frequently [Davidovici-Nora, 2014]).
The F2P model can be split into the freemium model (with free basic features: free trial
period, full version for a fee) and the free-to-play model (with content made available for
free online). The notion is attributed to Fred Wilson, a VC entrepreneur, who defines the
freemium business model as

a strategy that is giving your service away for free, possibly ad-supported but may
not be, acquiring a lot of customers very efficiently through word of mouth, referral
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networks, organic search marketing, etc., then offering premium priced value-added
services or an enhanced version of your service to your customer base.

(2006)

In F2P games, the basic game is free, and players can buy optional virtual items (avatars,
skills, and various “privileges”), or other in-game consumables, features, or functionalities
to enhance the quality of the basic game experience. This has been complemented by other
streams of revenue, like in-game advertising.

The purchase of virtual items is generally associated with games providing persistent
worlds and character-building capabilities, therefore massively multiplayer online games
(MMOGs) have been the category where this monetarization method could initially be bet-
ter exploited. This model does not suit those MMOGs that still ask users to pay monthly
fees, but rather those that allow free access, that is, Lite MMOG. The South Korean game
MapleStory (Wizet, 2005, a Nexon game) is supposedly the first MMOG to have been
released as a free game in 2005. F2P online games have also been successfully issued by
European companies, such as Gameforge (a German company founded in 2005), the larg-
est MMOG in Europe, with its Metin2 (adapted from an Asian game) as of 2006. The F2P
business model is now dominating the worldwide market for mobile games (Tian, 2020).

According to Pujol (2010, p. 2), “the nature of freemium is a form of demand genera-
tion” through a zero price of a commercial item. Pujol identifies three characteristics of the
freemium strategy: quantity (volume and time limitation for the free offer), feature (dif-
ferentiated product functionality and levels of service), and distribution/use cases (allowing
use at no charge under certain conditions). As regards demand, consumers are attracted by
the F2P approach, perceived as less of a financial risk. Users are more confident and more
willing to pay small sums for digital items offered to enhance their gaming experience once
they already know the game itself and enjoy playing it.

The model is built on economies of scale. As stated by Gameforge: “We don’t want any
barriers; we want to set out into virtual worlds with as many people as possible”. This is
an innovative use of a two-sided market with segmented pricing; most customers will get
free services supported by those who are willing to pay. There is a trade-off between scale
(growing the free user base) and generating revenues. Monetization is based on a double
mechanism: a vertical one, across players with paying customers subsidizing non-paying
ones; and a horizontal one, within a game whenever a player opts to pay. At the intersec-
tion of the two axes, one finds the core of paying customers that fund the games: according
to the firm Swrve (a marketing engine for freemium games), as of July—-September 2018,
only 1.6% of active players surveyed made an in-app purchase (Swrve, 2019, p. 6). This
figure seems rather stable over time, as Young (quoted by Whitson, 2012, p. 246) noted in
2010 that only a fraction of players use micro-transactions: an average of 1%-2% for most
games. However, in the case of China, the majority of paying gamers (94%) buy online or
virtual items.

While Nexon pioneered the first free-to-play online games in South Korea, and Shanda
in China, Zynga pioneered this model on Facebook. As summed up by Zynga: “We have
created a new kind of customer relationship with new economics — free first, high satisfac-
tion, pay optional” (Zynga, US SEC filing, 2011, p. 1). The company also states that “free”
games are more profitable. The assessment of a “free” model being more profitable may
seem odd. However, there are some good economic reasons to account for this oddity. As
noted by Nieborg: “It is undeniable that the F2P revenue model is immensely lucrative for

73



J. P. Simon

those developers who are able to aggregate significant amounts of players” (2016, p. 236).
The 2019 Swrve report provides a snapshot of how mobile gamers monetize (the report
examines only revenue delivered via in-app purchases, therefore it excludes any revenue
from advertising): 64.5% of total revenue by player spending was derived from the top
10% of payers (2019, p. 5).

Managing the Business Model: A Metrics-Driven Culture

The freemium model is about generating demand, but also finding ways to make the players
pay; “freemium is about micro-managing every step the player takes toward actually buy-
ing something” (Stuart, quoted by Whitson, 2012) As games are free (partially or totally),
relevant ways to monetize are needed, for example, new streams of revenue from micro-
transactions (virtual items, in app purchases, games extension/downloadable content) and
advertising (banner ads, video ads, rewards, and product placement). F2P games, such as
Genshin Impact (miHoYO, 2020) and Call of Duty Mobile (Activision, 2019), are largely
supported by a combination of ads and in-app purchases. Therefore, data analysis and
mastering metrics become pivotal for the business models, which was not the case for
boxed games or even for online pay-to-play games. Game metrics provide insights into user
engagement, spending patterns, and satisfaction. Metrics became essential for the shift to
service, the economy of scale required by F2P, and the alternative revenue models provided
via advertising.

When it comes to metrics, the game industry has been highly innovative; there are hun-
dreds of numbers to track. According to Whitson, “metrics came to casual games via the
web developers who created the first early Facebook games” (2012, p. 274). Social net-
works and Facebook gaming were indeed “fertile soil for the growth of metrics because”,
as they enabled, for the first time, the linking of quantitative metrics to a wealth of real
demographic data (the social context of players and clues to their behavioral motivations)
“without having to resort to messy, time consuming, and expensive qualitative player-
testing” (Whitson, 2012, p. 275). On the simpler end of the spectrum, one finds metrics
like downloads, sessions, and daily active users (DAUs) (see Table 10.1).

Companies such as Zynga are built around a metrics-driven culture: “We develop and
operate our games as live services with daily, metrics-based player feedback. This allows us
to continually iterate, innovate and invest in the content our players love” (Zynga, US SEC
filing, 2011, p. 1). Managing this monetization is key, as on the one hand revenues rely on
a smaller number of big spenders, the so-called whales, and on the other hand more than
53% of the total came from in-app advertising revenue, as of 2017 (Tian, 2020, p. 1). In
both cases, user retention is one of the most important performance metrics because it can
potentially keep a game running for decades and generates continual revenue; it is key to
monitor user retention in a game-as-a-service. Reducing churn is also important to attract
advertisers (the churn rate — also called attrition rate — is a negative indicator of consumer
satisfaction stressing the lack of ability to keep the relationship with the consumer work-
ing; it is the opposite of the retention rate). The model allows extending the exploitation of
virtual items to a specific genre or category of games, but leaves room for creativity to find
different interpretations and applications of increased and consolidated users’ acceptance of
this type of cost. Metrics, again, do play a role for the release of the relevant virtual items.
Besides, there is a huge difference in sales life span between virtual items and the games
themselves. Virtual items have a much longer life in terms of sales, a major advantage for
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Table 10.1 Metrics: The Basics

Daily active users (DAUs)
DAU is the number of unique users that start at least one session in an app on any given day.

Monthly active users (MAUs)
Registered users who logged in and visited a game or app through a website or a mobile device in
the last 30 days as of the date of measurement.

DAU/MAU

The ratio of daily active users to monthly active users shows how well a game retains users and is
often referred to as the stickiness of a game. This metric shows how frequently users log in to
an app.

Sessions
Every time any user opens an app that counts as a session.

Retention
Arguably the most important metric in a free-to-play game. Successful free-to-play games create
long-term relationships with users.

Conversion rate
The conversion rate measures the percentage of unique users that have made a purchase out of the
total number of users during that time period.

First payment conversion

First payment conversion tracks how long it takes an average user to spend money after installing
a game. This metric is particularly useful for games that are free to download but offer in-game
purchases.

Average revenue per daily active user (ARPDAU)
The average revenue per daily active user is one of the most commonly discussed metrics in mobile
games.

Average revenue per paying user (ARPPU)
Average revenue per paying user measures only the subset of users who have completed a purchase
in a game.

Churn
Churn is roughly the opposite of retention. How many players that downloaded a game are no
longer playing?

In-game metrics

In-game metrics are meant to measure and balance the game economy. If it is too easy to earn
virtual currency, users have no reason to monetize. But users still need enough currency to enjoy
and explore the game.

Source: Adapted by author from McCalmont (2015), Facebook, Annual Report (2017), Indeed Edito-
rial Team (2021).

the seller. A single virtual item product could be sold online for years, while the “produc-
tive” life of a standard game is of some (or, more often, only a few) months. F2P games like
Dungeon & Fighter or MapleStory (Wizet, 2003) are still profitable almost 20 years after
being launched (Nexon, “Investor Presentation”, p. 17): life-to-date gross revenue are well
over $15 billion, with more than 700 million registered users worldwide (Nexon, “Investor
Presentation”, Q1, 2020, p. 36).
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Reshuffling the Value Chain

Two simultaneous processes are taking place. On the one hand, there is the overall trend
of transformation of digital products into services, which also involves online and mobile
games, and, on the other, there are the processes of disintermediation and re-intermediation,
both of which affect the supply chain. As noted, with the digitization of the entire value
chain and the growth of online and mobile games, segments of value turned out to be
redundant. For example, the retailer was not needed any more for mobile games, and nei-
ther the retailer nor the distributor (of physical goods) were required any longer for online
games (disintermediation). At the same time, ISPs and portals are increasing their presence
(re-intermediation); the distribution of online games has been progressively concentrated
on Internet portals serving the PC-based side (e.g., among many others, Valve’s Steam Ser-
vice). Because of its flexibility and its capacity to deliver various services, the F2P model
facilitated the transition toward games as a service.

The model ushered in new intermediaries like platforms (app stores, portals, Internet Ser-
vice Providers/mobile operators, social networks), but also an array of specialized start-ups
(such as game middleware, hosting services, app analytics, and app advertisement). These
new entrants are providing supporting services to publishers and developers, as we saw
in the case of Facebook with Zynga. Platforms offer application programming interfaces
(APIs) and software development kits (SDKs) under their own, often stringent, conditions,
as well as financial services (see Table 10.2). Apple provides its iOS SDK, a free download
for users of Mac personal computers. Combined with Xcode, it helps developers write iOS
apps. The company also promotes HTMLS5 (iAd, WebKit) and offers a tool to make pay-
ments in i0S apps. Tencent’s virtual currency, Q Coins, can be used to buy virtual goods.

At the same time, the lower entry barriers for the development of games in each of the
mobile platforms have caused a proliferation of small mobile game software developers.
Flappy Bird (Nguyén Ha DPong, 2013), launched by an unknown Vietnamese developer,
became a global hit on App store. Absent reliable data, this is difficult to assess; however,

Table 10.2 Supporting Services for Developers: The Case of Facebook

Tools/Services provided Contractual Arrangements

Provision of a set of development tools Developers who use the payments infrastructure
and APIs that enable developers to easily to sell virtual and digital goods to users on
integrate with Facebook to create mobile personal computers are charged a fee.
and web applications across platforms and In the case of Zynga until 2013, Facebook was
devices. The company provides SDK for setting the price players pay for Facebook
i0S, Android, and Unity. Credits (a small amount, around $0.10 USD)

The company provides tools, such as mobile and collecting the cash from the sale of the
application ads or social plug-ins, to credits. For each credit purchased by the
increase the exposure, distribution, and players and redeemed in the games, Facebook
engagement of applications. remitted 70%.

For ad breaks, a creator must hit certain metrics
before being allowed to monetize its content
through ads. Revenue will be split 55% for
creators and 45% for Facebook.

Source: Compiled by author.
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one can stress the Indian example where independent companies, as of 2015, accounted for
65% of employment in the studios. They create, first and foremost, mobile games (96 %),
with F2P being the dominant business model for more than 60% of the developers. Mobile
triggered a period of innovation from 2005 up to 2010, and the number of companies kept
on growing (Nasscom/Google, 2015).

By the same token, the business model frees developers, at least to some extent, from the
overwhelming influence of publishers. Yet, they usually have to seek out partnerships that pro-
vide marketing tools (from app stores for instance). The relatively low costs of mobile game
development may allow concentrating on some profitable niches (“economics of long tail”).

F2P: A Critique

The standard argument against video games is about addiction. As highlighted by a devel-
oper (quoted by Rose, 2013): “They (F2P games) are designed for addiction. [company]
chooses what to add to their games based on metrics that maximize players’ investments
of time and money”. In the case of F2P games, they may be assimilated to some kind of
gambling because of the financial incentives provided. The (over)reliance on metrics came
as well under several critiques. If metrics are fit for the economy of scale required by F2P,
and the relevant revenue models, they introduce new pressure on developers as they speed
up the schedule of introducing new features on a weekly or twice-weekly basis. Then, from
a management viewpoint, the methodology has some limits; if data does mirror the actual
practice (the “how™), they reflect neither the context behind, nor the “why”. Metrics have
difficulty addressing abstract concepts such as “fun” (Whitson, 2012, p. 268), which are
nevertheless at the center of the user experience. Or, to frame it differently, metrics do not
yield anything about how to innovate or break into new markets.

From a creative viewpoint, as the design of social network games is driven entirely by
business (based on “objective” data and automated data analysis) rather than aesthetic
criteria, according to Whitson: “the F2P model propagates creative constraints due to its
current reliance on metrics-based design” (Whitson, 2012, p. 253). In other words, met-
rics could “design out designers, replacing creative intuition with predictive governance”
(Whitson, 2012, p. 312).

Some specific forms of F2P trigger other kind of criticisms, for instance, the so-called
pay-to-win model. Under this model, a player can gain any gameplay advantage over their
non-paying peers, thereby introducing biases in the game and disturbing the gameplay.
Therefore, some publishers have introduced measures to maintain a level playing field, or
are explicitly committed to not giving paying players any advantages over their non-paying
peers. For instance, as of January 2022, Gameforge announced it will be moving Swords of
Legends Oline (2021) to a free-to-play model adding, “All in-game purchases will remain
cosmetic. . . . There will not be any pay-to-win elements”.

Conclusion

Over the last years, markets in developing countries have been developing quickly (e.g.,
in Indonesia, Philippines, Pakistan, and Nigeria, to name a few), leaving room for further
growth under a model fit for low purchasing power. “Due to growth regions like Cen-
tral Southern Asia, Sub-Saharan Africa, Latin America, and Southeast Asia, the number
of smartphone users worldwide will reach 4.5 billion by the end of 2024” (Gu, 2021).
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As more consumers purchase smartphones and access the Internet through their mobile
devices, the mobile gaming industry is bound to grow further. This industry will play a
major role in the move toward more immersive forms of entertainments, and the model
may ease out this adoption as is already expected with 5G (Simon, 2019).
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ECONOMY

Aphra Kerr

Key Thinkers and Approaches — Games as a Product

Industry reports from the early 2000s estimated that the global games industry was worth
an estimated £10 billion or USD $12 billion (Spectrum, 2002, p. 10). In 2002, the US was
the largest market, followed by Europe and Japan. Meanwhile, the core development loca-
tions were Japan, North America, and the UK. From 2000-2010, games shared many of the
same economic characteristics as other cultural industries. It was high-risk as production
costs were high with little guarantee of success. Console manufacturers controlled the flow
of content to their platforms and often sold their hardware as a loss leader. They made their
money on the games.

The economy of, and within, video games has been part of game studies from the early
2000s. The first UK conferences in 2001 had papers examining the structure and econom-
ics of the US, Latin American, British, and Irish game industries. These papers were subse-
quently published in the International Journal of Media Management (Williams, 2002) and
in game studies (Lugo et al., 2002). Others became chapters in Understanding Digital Games
(2006). Castronova (2001) had published his paper on virtual economies in games on SSRN.

These papers illustrate the dominant theoretical and methodological approaches to game
economies in the field of game studies. Drawing upon cultural industries and political econ-
omy literature, Lugo (and I) were concerned with the structure of the industry compared
to other media and cultural industries. We highlighted the power of publishers within the
industry, the key professional roles and skills required to make a game, as well as local
cultural factors shaping the trajectory of the industry. Williams also focused on the eco-
nomic structure of the US industry but applied established methods from economics and
calculated market concentration using the Herfindahl-Hirschman (HH) index. The HH
index is a method used by academics and policy makers to measure market concentration.
He concluded that the console market in the US was highly concentrated and that Sony had
captured more than half of the market through its sales of hardware and software for the
PlayStation 1 and 2. For him, video games were a standards-based industry with strong first
mover advantage and network effects. All these papers combined financial data analysis
with interviews and some participant observation.
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My own work (2006a) developed a variation on the standard technology-based mar-
ket segmentation of Williams. I combined market structure, market concentration, revenue
model, and openness of the technology system. Based on this approach, I identified four
distinct sub-sectors in the video game industry — the console, standard PC, massively multi-
player online games (MMOGs), and mini games sectors (which included mobile, browser,
and interactive TV games). At this point, console dominated, with walled gardens and a
small number of powerful hardware manufacturer/publishers controlling what could be pub-
lished, when, and where. I went on to trace the global networks of production used to source
and assemble all the components of game hardware and the production processes, practices,
and working conditions within game companies. My interviewees discussed struggling with
intense overwork, or ‘crunch’, and pointed to an extreme lack of diversity in the workforce.

Castronova (2001) applied economics theory to analyzing the economies within games.
He calculated the exchange rate, inflation rate, GNP per capital, and the poverty rate of the
virtual economy in Norrath, the game world of MMOG EverQuest (Sony, 1999). He also
examined the illegal currency market and how the exchange rate between Norrath’s cur-
rency and the US dollar was calculated, bought, and sold. Finally, Castronova’s work was
notable for the fact that he drew upon autoethnography in the game world. Other virtual
ethnographies identified legal and illegal economies within and around games for cheats
and content modifications (i.e., mods) (Banks, 2013; Consalvo, 2007; de Paoli & Kerr,
2010; Setamaa, 2007). Economic geographers also contributed to the burgeoning litera-
ture. Johns (2006) argued that the power differential between large finance and distribution
companies was key to understanding how the console and PC industries operated.

A key challenge in the studies of game economies is how to take seriously the role of
technology without succumbing to technological determinism. Kline et al.’s (2003) book
drew upon established critical political economy of the media literature and the circuits
of capital theory to outline the role of three sub-circuits within the video game industry:
technology, culture, and marketing. They situated the digital artifacts and infrastructures
of games within the technology, production, and consumption of games as texts within
culture, and research, branding, and advertising within marketing. This book highlighted
the ways in which the game industry is enmeshed with capitalism and the military indus-
trial complex — both in the development of core technologies but also building marketing
campaigns and game content that builds upon fantasies of militarized masculinities. This
argument was extended further by two of the authors in Games of Empire (2009). Here
the authors mobilized Hardt and Negri’s theory of Empire and the concepts of immaterial
labor, cognitive capitalism, machinic subjects, and militarized hyper-capitalism to examine
the game industry.

One did not have to look far to see the game industry building content that aimed to
shock for maximum marketing impact. The launch campaigns and mods in the Grand
Theft Auto franchise are a good example of how much free marketing the industry obtained
from such campaigns (Kerr, 2006b). It was also a period where many traditional media
companies tried to turn successful intellectual properties into games. Most of these projects
failed to capture either film or game fans, indicating that games were rapidly developing
into a unique cultural form (Kerr & Flynn, 2003). Coming from an innovation manage-
ment perspective, Tschang (2005) identified how game companies in the ‘interactive experi-
ence economy’ favored sequels and licensing popular content from other media industries
as strategies for reducing their innovation risk. Nieborg (2011) would analyze the ‘block-
buster’ nature of the triple-A games segment in his PhD thesis.
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Key Thinkers and Approaches — Games as a Service Phase

If much of the first phase was marked by claims for the cultural and economic significance
of games, the second phase had less work to do in this regard. My review (2017) of indus-
try reports found that the industry was estimated to be worth USD $91.5 billion by 2016
despite the global financial crash in 2008. T also identified a key shift in revenues in the
industry around 2012 in the US as digital revenues started to overtake physical or retail
sales (see also van Dreunen, 2020, pp. 18-19). Revenue growth has accelerated in the past
five years, including during COVID shutdowns. NewZoo (2022) estimates that the global
video game industry today is worth more than $100 billion, and games for smartphones are
now the largest segment at 45% of the market, with console at 29% and downloaded PC
at 19%. Van Dreunen (2020) calculates that the industry was worth USD $87 million by
2018, excluding hardware, accessories, and peripherals. Boxed games sold through retail
constituted less than half of the total. Van Dreusen (p. 125) calculated the HH index of the
console segment between 1998 and 2018 and argued that this segment of the industry had
become less concentrated, even if Sony still claimed more than one third of the market share.

Improved access and speed of telecommunications networks combined with the data
gathering possibilities of online game playing technologies was heralding the development
of ‘games as a service’ and a remodeling of market structure and revenue models. By late
2017, the fastest growing segment was in games for mobile devices (smartphones and tab-
lets), and there was a trend toward greater market segmentation by different academic and
industry analysts (2017, p. 36). While Williams had pinpointed three market segments
in 2002, market analysts were now identifying up to seven market sectors, including TV,
casual games, and advertising. My own analysis moved to five market segments — console,
PC, MMO/MMOG, online applications, and mobile applications. Key changes included
the rise of online retail and distribution intermediaries (e.g., the App Store, Google Play),
the development of social-network-based and mobile-based games, and the development of
freemium (or free-to-play) based business models. Mobile, social media, and MMO games
were adopting free-to-play business models.

The growth of mobile technology and games as a service globally has enabled an explo-
sion in independent and small game development companies and more diverse game devel-
opment locations. Most notable has been the rise of Chinese companies. For example,
TenCent was established in 1998 and has become a dominant game company in revenue
terms in multiple markets today. van Dreunen calls these companies ‘digital newcomers’
as they generally do not release games via physical channels. Finally, the global market
revenue for games is more widely distributed, with the US, China, and Japan enjoying
almost equal market shares, followed by Europe and South Korea (see Van Dreunen, 2020,
pp. 74-75).

I argue that we can identify multiple production logics across the game industry, includ-
ing two new logics involving platform and performance logics (2017). Building upon exist-
ing theories in cultural industries and media studies, I see a logic is not just based on
technology, but also involves different characteristics, including market, economic chain,
central broker, revenue, and worker aspects. While publishing, club, and flow logics can
still be identified in the games as a service period, during the early part of the last decade,
two new logics emerged — one tied to multi-sided networked platforms and one to live
performance. The former production logic is tied to the rise of platform-mediated free-
to-play games, and the latter the rise of esports and live performances of gameplay. While
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production logic hybrids exist, it is clear that free-to-play as a business model has come a
long way from its origins in South Korea. Today, most games aim to exploit network effects
by achieving mass installations/downloads, exploiting mass and viral marketing for user
acquisition, and monetization through datafication linked to advertising and microtrans-
actions (usually for collectibles and aesthetic upgrades). Banks (2013) provides a detailed
ethnographic study of how one Australian company exploited social network markets to
create value. Whitson (2012) documents the rising ‘instrumentalization of play’ through
metrics in the North American context. Some developers and academics have resisted this
development. For many small developers, the promised creative autonomy and democra-
tization of video games have not materialized, and instead, we are seeing greater ‘winner
takes all” effects and the intensification of game work (Whitson, 2019).

Games as a service are still a high-risk, hit-driven business that is strongly seasonal (with
more purchases during the holiday period in certain markets). We still see publishers licens-
ing successful intellectual properties from other media — for example, Star Wars, LEGO,
and various sports franchises. Developers have adopted game engines and middleware to
help with the reuse and costs of content production, and legacy companies are still very
active in acquiring digital newcomers. We also see the continuing importance of localiza-
tion and culturation as games are preparing for international markets, different content rat-
ing systems, and local cultural sensitivities. What is new are the data-gathering possibilities
afforded by wired and wireless hardware and associated intermediaries.

Two notions have emerged as key to understanding games as a service: datafication and
platformization. Datafication refers to the process whereby companies and organizations
gather metadata and player data on all aspects of online communication. The aim is to
‘extract value’ and ‘actionable insights’ from data using statistical and machine learning
techniques. Datafication has become the base on which free-to-play business models and
advertising-based business models are based. Many game companies today hire data scien-
tists to be part of their core development or marketing teams. Data, or what the industry
calls metrics, are a core part of the design and marketing processes in the games as a service
era. They are core to testing a game pre- and post-launch, ensuring quality of service, and
driving revenue.

The second key concept is platformization, and this has become a core focus for scholars
across the disciplines, including game studies. However, while this term is used frequently,
and liberally, it may mean different things to different authors. It is important to distin-
guish between types of platforms and to understand the process of platformization. The
term platform has been used for years in the games industry. Platform games, or platform-
ers, emerged as a specific game genre in the 1980s, epitomized by games like Nintendo’s
Donkey Kong (1981), which was first released as an arcade game. In the last decade, we
have seen the concept of ‘platform studies’ emerging as a methodology to analyze how
computing systems and frameworks influence the design of digital content, including games
(Bogost & Montfort, 2007). To date, the Platform Studies book series has explored Atari
systems, the Nintendo Wii, the BBC Micro, amongst others. These early computing systems
were walled gardens and non-interoperable — even as they moved from the early hard-coded
game systems where the games were coded into the hardware to the programmable console
systems that took removable cartridges and later CDs.

The dominant use of the term platform by academics and industry alike in the first phase
of game studies was to refer to either the closed/walled gardens of console platforms, which
were highly vertically integrated with tight control over content production and access to
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customers, or the more open PC and mobile systems, which offered much less control. In
general, the strictly controlled console approach was viewed as the most successful eco-
nomically. However, the entry of computing, Internet, and social media companies into
the mobile games market has brought new types of platforms. Ballon (2009) noted that
mobile Internet strategies and business models were driving greater ‘platformization’ to
reduce transaction and developer costs but still maintain control. While Nokia dominated
mobile systems until 2010, by 2011, Android devices, with the backing of Google, had
surpassed them. Combined with Apple’s devices and its app store, these new shopfronts
for games ushered in innovation possibilities for developers and made accessing games
much easier for game players. Ballon identified four different types of platforms according
to their control over assets and customers: enabler, neutral, system integrator, and broker.
Both ‘system integrator’ and ‘broker’ platforms have emerged in the games industry where
varying control over assets produced by others is combined with control over the customer
relationship (Plantin et al., 2018).

These new types of platforms had a significant impact on the economy of games. Facebook
introduced in 2006 its Facebook Development platform, which gave third-party access to
user profiles, information, and, importantly, data (Lehdonvirta & Castronova, 2014). Plat-
formization, for Helmond (20135, p. 1), is about the “rise of the platform as the dominant
infrastructural and economic model of the social web and its consequences”. Her focus on
the importance of data, infrastructures, and economic aspects makes this a useful approach
in terms of understanding how data sharing across platforms influences cultural production.
Nieborg and his co-authors refer to games as a ‘contingent cultural commodity’ (Nieborg,
2015; Nieborg & Poell, 2018). They note how multisided markets controlled by a small
number of platform intermediaries have come to dominate in different cultural industries.
Platform companies exert tremendous control and small changes to interfaces, pricing, and
infrastructures, which can have significant impacts on content creators. Paying attention to the
economic and material/technical infrastructures is crucial to understanding games as a service.

The new networked and mobile technologies underpinning games as a service have ena-
bled extensive ‘datafication’ of play and player data. This data is used to monetize games
better but also to personalize marketing and game content. Social media and mobile appli-
cations have led the way in metrics-driven game development with companies like Zynga,
King, and SuperCell exceling as game startups. However, multi-sided platforms are not
unique to mobile and social games. Steam has developed as a key multi-sided intermediary
in the PC games segment. Thorhauge (2022) analyzes the Steam platform and identifies
how it has developed from its early days as a client for downloading software to today’s
multi-functional service, which includes a store for selling in-house and third-party games,
a service for playing games, and a facility that moderates community relationships. She
argues that Steam is a unique type of platform given how it integrates player-driven game
economies with developer and publisher game economies. These new economies were not
met with universal player approval, as Joseph (2018) documents.

Three additional topics have emerged in recent studies of game economies that have
pushed scholars to rethink key approaches and concepts. First, there is a trend to examine
the socio-spatial elements of local and trans-local formal and informal (e.g., game jams)
game development economies. From cities (Cambridge, UK; Toronto, Canada; Melbourne,
Australia) to countries (Ireland, Finland, Scotland, France, South Korea, Canada, Czecho-
slovakia) to regions (Latin America, Scandinavia), a greater diversity of game economies
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has been excavated (Jorgensen et al., 2015; Parker & Jenson, 2017). Second, the meaning
and nature of independent game development and the informal, liminal, and rich “scenes”
that are emerging as indies and amateurs extend what constitutes game development is
examined (Keogh, 2018; Ruffino, 2020; Young, 2018). And finally, scholars are pushing
beyond the industry’s talent pipeline discourse to ask questions as to how and why the game
industry continues to struggle to both attract and keep skilled workers. Surveys and pro-
duction studies have identified economies that are often hostile to women, people of color,
and those who do not conform to cisgender norms (Harvey & Fisher, 2014; Kerr & Savage,
20205 Peticca-Harris et al., 2015). Industry solutions to these challenges have tended to
foreground training, but others have pushed for more radical solutions, including worker
collectives and unions (Kim & Lee, 2020; Ruffino & Woodcock, 2020).

Emerging Issues

Over the past decade, esports have become increasingly professionalized and a more formal-
ized market segment within the formal game industry. They have been adopting competi-
tive structures and cultures from professional sports and broadcast media and developed
professional, sponsored teams, college scholarships, and competitive leagues at national,
regional, and global levels. Taylor (2012) provides a study of the professionalization of this
sector in North America and Asia. Jin (2010) provides detailed insights into the national
esports industry in South Korea. Some companies develop games to be played in large-scale
competitions, and perhaps the market leader now is Riot with League of Legends (2009).
Key revenue streams in the industry include sponsorship, media rights, publisher fees, mer-
chandising, tickets, and both digital and streaming rights. According to NewZoo (2022),
this segment of the industry is worth €1.3 billion and is growing at almost 22% annually.

Another element of esports is the development of esports betting (Macey & Hamari,
2019; Zanescu et al., 2020, Thorhauge & Nielsen, 2021). Indeed, betting on games, bet-
ting in games, and the adoption of random outcome mechanics (i.e., loot boxes) in games —
where players pay with real money for an uncertain in-game outcome — have been blurring
the boundaries between games and gambling. This has led some to argue that we are seeing
the ‘gamblification’ of games and that we need to understand better the economic and soci-
etal implications of this (Brock & Johnson, 2021). This rise of gambling economies around
and within video games has led to more political and regulatory scrutiny of the game indus-
try and prompted content regulation bodies in Europe and the US to add content advisory
warnings to games that contain loot boxes. Games that contain realistic simulations of
gambling must be rated as adult in Europe and North America.

Gambling is not the only issue raising regulatory attention for games. As game compa-
nies become data controllers and brokers, they fall under an increasing range of legisla-
tion, including the General Data Protection Regulation (GDPR) in Europe. These place
additional responsibilities on companies and are accompanied by a range of new legisla-
tion that place increasing responsibilities on platform intermediaries. These responsibilities
relate to player privacy and safety, and they may also involve banking regulations. China
has been imposing playing time limits and strong content censorship. Where once game
economies might have occupied the unregulated frontier of cyberspace, all aspects of video
games’ economies have become enclosed and are subject to very real geographic and politi-
cal limitations.
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GAME LABOR

Bjarke Liboriussen

This chapter aims at nesting the productively jarring compound term “game labor” within
another productively jarring compound term, namely, the “creative and cultural indus-
tries” (CCI). For their conceptual efficacy, both terms rely on modernist binaries such as
labor/leisure (Fuchs & Chandler, 2019, p. 2), labor/play (Miller, 2016, p. 105; de Peuter &
Young, 2019, p. 747), culture/industry (Horkheimer & Adorno, 2002), culture/science,
and creativity/industry. The term “game labor” is typically used in connection with critical
assessment of game labor politics, for example, when the blurring together of the underly-
ing binaries are problematized. In contrast, construction of the term “creative industries”
in the late 1990s mainly had the opposite purpose, that is, to celebrate and further the
blurring together of such binaries for political and economic purposes. The chapter briefly
introduces the emergence and global spread of creative industries policy, situates the games
industry within the “creative industries” and the “cultural industries”, and shows how the
core terms — creativity, culture, game, industry, labor, play, and science — are intertwined.
It then covers how professional game labor is hierarchically organized in terms of pay and
opportunities for creative independence, before briefly explaining how amateur game labor
offers alternatives to professional game labor.

Game Labor in the CCI

The idea of “the creative industries” had been floated during policy development in vari-
ous countries (including Australia) before, but it really took off in the UK in 1998. It was
politically opportune to count the games industry as an essential part of those “creative
industries”. In 1997, Tony Blair had become prime minister as head of a New Labour
government keen on demonstrating its commitment to modernization of the UK economy.
The idea of “the creative industries” — with connotations of innovation, employment, and
future growth — chimed with commitment to modernization. A small working group was
established within the newly rebranded Department of Culture, Media and Sport (DCMS;
tellingly, the previous name was the Department of National Heritage). Policy documents
were developed without any strict definition of “creativity”, most notably the DCMS’s
hugely influential Creative Industries Mapping Document (DCMS, 1998).
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As the report’s title implies, the working group’s main goal was to map 13 rather roughly
and tentatively defined creative industries covering sectors such as publishing, music, crafts,
and design. The purpose of the mapping document was to draw attention to the size and eco-
nomic potential of the creative industries. Positive attention, that is, not only from a general
public that needed to be persuaded about New Labour’s commitment to modernization but
also positive attention from other parts of government, especially the Treasury. The working
group found it important to include the then “emerging” games industry in the first map-
ping exercise, even though “nobody had done any work” to estimate the actual size of that
industry, as one member of the working group later recalls (Newbigin in Gross, 2020, p. 8).
The games industry was eventually included as “Interactive Leisure Software”, as one of the
13 official creative industries, but with the caveat that the sparsity of reliable data made it
hard to draw a clear line between “leisure” and non-leisure software (DCMS, 1998, p. 95).
In other words, some software production that was counted toward one of the 12 other
industries might very well have been games-related, and game labor might have been hidden
behind non-game labels, a mapping issue that remains (see DCMS, 2015, p. 35). Had the
first working group insisted on stringent demarcations, the production of games would prob-
ably not have been included in DCMS’s first mapping of the creative industries. It remained
politically important, however, to include the economic value of “the software, computer
games and electronic publishing industry” as a whole, even if it was hard to tell games and
non-games apart, because the chosen methodology of mapping (or lack thereof) allowed
the DCMS to claim that the creative industries outperformed the UK economy by roughly
one percentage point in terms of GVA (gross value added) (White, 2009, pp. 340-341).
Had software, video games, and electronic publishing not been included, it might have
appeared as if the creative industries underperformed rather than outperformed by as much
as one percentage point, undermining the whole point of suggesting a dedicated “creative
industries” policy.

The DCMS defined activities in the creative industries — for example, game labor under-
stood as professional work in the interactive leisure industry — as “those activities which
have their origin in individual creativity, skill and talent and which have a potential for
wealth and job creation through the generation and exploitation of intellectual property”
(DCMS, 1998, in Gross, 2020, p. 11). The definition was not based on a review of crea-
tivity literature, but motivated by the need to distinguish between creations that had their
provenance in arts and culture rather than in science. A member of the original DCMS
working group later reflected on this distinction by contrasting the creation of “a video
game” with “the creation of a new drug by the pharmaceuticals industry” (Newbigin in
Gross, 2020, p. 8). Two conceptual elaborations of the “creative industries” into the “cul-
tural and creative industries” (CCI for short) are important here. The two elaborations
took place in China and in the European Union (EU) independently of each other, but both
had the UK approach as its main impetus.

In China, imported policy concepts are carefully adapted to the Chinese context through
rigorous consultations initiated and organized by the ruling Communist Party. The idea of
the “creative industries” fitted the Party’s overarching goal of modernization (from “made
in China” to “created in China”; see Keane, 2007, pp. 83-86). Simultaneously with the
publication of the DCMS’s first policy documents, China was on track to its 2001 ascen-
sion to the World Trade Organization (WTO), an important milestone in the “reform and
opening up” initiated by Deng Xiaoping in 1978. However, concerns had been raised about
how opening up would entail mass import of foreign cultural product that would not only
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compete with but might eventually erode traditional Chinese culture. In the 1990s, such
concerns often used the mottos “cultural security” or “national cultural security” (Keane,
2013, p. 28). In China, then, the “creative industries” is not only seen as an important sec-
tor because it can increase innovation and economic growth, but also because it can bolster
national cultural security. Inclusion of national cultural security in the remit of the creative
industries leads logically to their renaming as “the cultural and creative industries”. In the
1990s, threats to national cultural security primarily took the shape of Western cultural
products such as films, but for at least the past decade, threats are mainly seen to stem from
Korean and Japanese pop culture, for example, video games (and gaming consoles, which
were banned from 2000 from to 2014, see Liboriussen et al., 2016). Game labor in China is
sometimes shaped, encouraged, or hindered by the political goals and concerns very briefly
outlined here.

In Europe, the European Commission had the private consultancy KEA develop a con-
ceptual model of the CCI for the use of policy development across the EU, which the EU
Commission formally adopted through the publication of a green paper in 2010 (KEA
European Affairs, 2006; European Commission, 2010). As in the earlier UK documents, the
EU was motivated by opportunities for growth, innovation, and entrepreneurship. “Indi-
vidual talent and risk taking” was still considered central to success in the CCI (European
Commission, 2010, p. 11). The EU model sought to clarify the difference between “cul-
tural” and “creative” in a manner “capturing the various connotations ascribed to the
terms . . . throughout the EU” (European Commission, 2010, p. 5). In a word, game labor
is now undertaken in a “cultural” rather than a “creative” industry, according to the CCI
framework used in the EU. Creative industries proper, such as design and architecture, are
those “that use culture as an input or have a cultural dimension, although their outputs are
mainly functional” (European Commission, 2010, p. 6). An output of the creative indus-
tries might be a prototype, in contrast to an output of the cultural industries, which is
industrially mass produced (KEA European Affairs, 2006, p. 3) and “embodies or conveys
cultural expressions” (European Commission, 2010, p. 5). Supporting cultural expression
and maintaining cultural diversity are key objectives of EU CCI policy.

Creative Independence and Hierarchies of Game Labor

Even if game labor relies on individual creativity, skill, and talent, most game labor is
collaborative and hierarchically organized in corporations large or small. The most obvi-
ous hierarchal organization stems from differences in pay. Aphra Kerr observes that busi-
ness managers, game designers, audio designers, and programmers are at the top of pay
hierarchies in the games industry (Kerr, 2017, pp. 101-102). Those at the bottom of the
pay hierarchy often find themselves facing very demanding working conditions, including
“crunch time”, that is, “periods of intense, extended overtime” (Cote & Harris, 2021, p. 1;
for in-depth journalistic case studies of working conditions in the contemporary games
industry, see Schreier, 2021). Some decide to stay in unattractive roles in the games industry
to accumulate experience that allows them to seek “creative independence” (Kerr, 2017,
p. 102). Some achieve creative independence by making it to the top of the hierarchy of a
large corporation that develops “AAA” games. Someone working as a play tester might, for
example, “aspire to become a member of the core creative team” of game developers at one
of those large companies, as Ergin Bulut notes (20135, p. 246). If the worker does not make
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it to the top of a large company, they might form their own, smaller company producing
“indie” games. Jesper Juul (2019) breaks the “indie” of indie games into financial inde-
pendence, aesthetic independence, and cultural independence, all of which exemplify how
game labor is generally characterized by the goal of creative independence.

Instead of describing the hierarchical organization of game labor in terms of pay, hierar-
chies could instead be described in terms of creative work. Mihaly Csikszentmihalyi (1996),
the arguably most influential researcher to tackle the complex topic of creativity, offers a
five-phase model of creative work:

1. Preparation.
2. Incubation.
3. Insight.

4. Evaluation.
5. Elaboration.

To prepare [1] is to become immersed in the problem at hand, to incubate [2] is to “let
problems simmer below the threshold of consciousness” (p. 79) before a moment of insight
[3] when a solution enters consciousness, which is then evaluated [4] to “decide whether
the insight is valuable and worth pursuing” (p. 80) through elaboration [5], “what Edison
was referring to when he said that creativity consists of 1 percent inspiration and 99 per-
cent perspiration” (Csikszentmihalyi, 1996, p. 80). Thomas Edison’s pithy description of
the fifth phase of creative work points to a general tendency to overemphasize the phase
of insight [3] and underplay the perceived drudgery of evaluation [4] and elaboration [5].
David Hesmondhalg (2019) notes that the term “creative” has a “set of benign connota-
tions, derived from high status attached to creativity and knowledge in many societies
and civilizations”, which he partly attributes to humanist psychology and sees continued
in early cultural studies (p. 183). It might be difficult to escape these benign connotations
when attempting a sober assessment of creative work. The design work undertaken in the
core creative team entails all five phases [1-5] of Csikszentmihalyi’s model, but there might
be a general tendency to overemphasize insight [3], and ideas emerging from the quality
assurance work of play testers [phases 4 and 5] only have limited impact on decisions made
during game development (Bulut, 20135, p. 244). In short, game labor is not only hierarchi-
cally organized in terms of pay, but also according to the amount of creative independence
afforded to each phase of work. Creative independence ultimately means having an impact
on the final product or service that is the outcome of one’s labor, but there seems to be only
so much decision-making to go around.

Game Labor Outside the CCI

The desire to make, manage, and share digital games is not exclusive to the games industry
as part of the CCI, but also happens outside the industry. At times, the lines between profes-
sional and amateur game labor are blurred, for example, in cases of successful “modding”,
that is, modification of existing games. Modding of games grew in popularity in the early
1980s but required illegal hacking of the original game. In 1997, id Software took the then
unusual decision to publish the source code of their wildly popular game DOOM (id Soft-
ware, 1993) and to provide players with the tools needed not only to mod the game, but
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also to share the mod with others. As one of the original core team members, Jay Wilbur,
later recalls, these new tools allowed a fan “to turn themselves from an amateur developer
into a professional developer” (Wilbur in Donovan, 2010, p. 261).

There are examples of amateurs becoming professionals, but those examples are few
and far between if “professional” means living wages during employment. Julian Kiicklich
(2005) coined the term “playbour” to capture how the games industry benefits from the
conceptual blurring of “play” and “labor” while rarely allowing that imagined jump from
amateur to professional. The games industry has seen important changes, such as the rise
of crowdsourcing and the free-to-play business model, as well as the rise of casual and indie
games (for an overview of those changes, see Kerr, 2017), but at the time of Kicklich’s
playbour article, the general logic of how to make a profit of a cultural product had not yet
been complicated by such developments. As Kerr (2006) put it at the time, a “small number
of ‘hits’ must cover the production costs of a large number of products which fail to make a
profit” (p. 45). This leads to risk-adverse production and reliance on true and tested genres,
thus Kiicklich (20035) could describe the industry’s invitation to modding as “outsourcing of
risk to the modding community” (n.p.). Playbour exemplifies activity that appears playful
to some (amateur players) but is monetized as labor by others (professional companies),
most directly by further developing and then repackaging a mod as a new game.

This chapter has assumed that contemporary game labor is either professional or ama-
teur and that game labor takes place either inside or outside the games industry as part
of the CCI. I would like to close by introducing voices that resist such binary assump-
tions about professional and amateur game labor. One of those voices belongs to Anne
Anthropy (2012), who talks of video games as an art form because games “transmit
ideas and cultures” (p. 3), chiming in with the aforementioned EU rationale for labeling
products of the games industry “cultural”. In a wide-ranging manifesto, Anthropy (2012)
offers a bleak assessment of risk-adverse professional video game production (“Imagine
what a videogames industry that wasn’t fixated on hits — that wasn’t required to make
hits — would create” [p. 19]) that relies on crunch time. She finds hope in the possibili-
ties of networked amateur production and distribution using tools such as GameMaker
and Twine (since 2013, a growing number of homemade games and tutorials have been
available on the open platform itch.io). Anthropy criticizes the industry for perpetuat-
ing the myth that the industry is the only pathway to making video games. The previous
quote from Jay Wilbur illustrates this industry attitude: it is only fair that modders deliver
unpaid game labor for the industry, because modders get a shot at becoming profession-
als in the games industry. Yet, what if the modders were not motivated by the prospect of
industry employment?

The desire to create might be inherently human, but the current organization of game
labor is historically and socially contingent, not an expression of characteristics inherent
in games and labor. As Brendan Keogh (2021) succinctly puts it, “video games, and video
game makers existed before the video game industry” (p. 35). Formalization of the industry
did not begin before the 1970s, was disrupted by the video game crash of the early 1980s,
and then saw a period of “aggressive formalisation” from the late 1980s and throughout
the 1990s, which normalized current industry practices such as crunch time (Keogh, 2019,
p. 16). In short, Keogh argues that amateur game labor not only exists in parallel to profes-
sional game labor but predates it and is foundational to its formalization into an industry.
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In 2018, Keogh (2021) interviewed 200 amateur “video game makers”, a designation that
was chosen over others such as “developer” because several interviewees would not self-
identify as such (p. 30, n. 1). The purpose of the interviews was to understand the motiva-
tions behind amateur game making. Some saw amateur game making as a possibility to test
and train the creativity and skills that would increase their chances of entering the industry,
but many others “justified their unpaid hobbyist game making as a conscious choice to
avoid the self-exploitations seemingly required to be part of the industry” (Keogh, 2021,
p- 38). Awareness of problematic working conditions in the games industry have been on
the rise since Anthropy’s (2012) manifesto, and there is a good chance that an increasing
number of people agree with her that “the ability to work in any art form with the digital
game’s unique capabilities for expression shouldn’t be restricted to a privileged (and profit-
oriented) few” (p. 21).

Conclusion

In the 1990s, hierarchically organized professional game labor took on several of its more
problematic characteristics, such as widespread reliance on project-based employment and
crunch time. This happened roughly simultaneously with the global rise of creative indus-
tries policy originating in the UK. The first decade of the 2000s saw creative industry
policy elaborated into cultural and creative industry (CCI) policy, with China emphasizing
the CCI’s potential and responsibility for maintaining national cultural security and the
EU emphasizing the need to support diverse cultural expression. Creatively independent
cultural expression might be achieved through amateur game labor or through profes-
sional game labor, which is highly managed and competitive in comparison with amateur
game labor.

Conceptual binaries such as labor/leisure, labor/play, culture/industry, culture/science,
and creativity/industry are useful for understanding and critiquing game labor, the CCI,
and CCI policy. Conceptual binaries can be useful for clarification of objects of analy-
sis, but can also prompt further reflection, which might ultimately lead to questioning or
rejection of binaries. Recent meetings of queer theory and game studies offer theoretical
fuel for such reflection and, by extension, further work on game labor. At its core, queer
theory critically examines the provenance and effect of binary outlooks on gender and
sexuality, but this critical approach to binaries can be extended to capture video games,
gaming culture, and game labor, as demonstrated by Bonnie Ruberg through book projects
(Ruberg & Shaw, 2017; Ruberg, 2019a) and through recent articles focused more specifi-
cally on game labor (Ruberg, 2019b; Ruberg & Scully-Blaker, 2021). Christopher Patterson
(2020) offers another thought-provoking meeting of queer theory and game studies (see
Chapter 2 on game development). One of the productive insights from queer theory that
Patterson (2020) affords travel into game studies is Eve Kosofsky Sedgwick’s spatial idea of
“besides” (p. 258). If people and things are besides each other in a joint space, and if the
self, which has the capacity for comparison, exists in or at least in proximity of the same
space, then comparison is less likely to occur. It might, then, be useful to avoid thinking
of game labor existing “inside” or “outside” the CCI, but to think of amateur game labor
existing “beside” — that is, in close cultural, economic, and technological proximity of —
professional game labor.
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13
GLOBALIZATION

Minako O’Hagan

The video game industry is undisputedly situated in a post-Fordist contemporary world
characterized by globalization, and now forming part of a networked economy (Kerr, 2017).
Supported by infrastructure based on informatics and telecommunications, globalization
characterizes the modern world and can be defined from different perspectives. Anthony
Gidden (1990) stresses, for example, extended social linkages through immediately
shared contexts over distance. He sees its defining characteristics as: “the intensification
of worldwide social relations which link distant localities in such a way that local hap-
penings are shaped by events occurring many miles away and vice versa” (p. 64). This
social proximity applies to game players in different corners of the globe playing the same
game sometimes in different versions (locales) enabled by game localization, involving
translation and adaptation. The players also engage in game discourses that are shared
and commented on immediately and globally, including on the topic of localization (New-
man, 2008). According to 2022 data (Newzoo, 2022) on Steam, the largest PC game dis-
tribution mechanism, 55% of their players were located in Asia Pacific, followed by the
Middle East and Africa at 15%; Europe, 13%; Latin America, 10%; and North America
at 7%. Gathering interactive statistics on Steam data in 2019 (26,344 games) and 2020
(34,815 games), Nimdzi (2020) conducted an analysis on localization of Steam games to
identify the top ten most popular languages that the games were localized into. The 2020
ranking showed: English (98%), German (26%), French (24%), Russian (23%), Span-
ish (22%), Chinese (Simplified) (19%), Italian (17%), Japanese (16%), Brazilian Por-
tuguese (11%), and Korean (10%). The main changes from 2019 include the increased
proportion of Russian and Chinese (Simplified), outpacing Spanish and Italian respec-
tively, with Korean pushing Polish out of a top ten ranking. Furthermore, of the 34,815
games available on Steam in 2020, 12% (4,248 games) were localized into two languages
while 1.6% (550 games) were localized into 26-29 languages with 56% (19,521 games)
available only in one language (Nimdzi, 2020). The statistics evidence globalization in the
diverse geographical locations of game players across different language zones. Behind
the evidence of the game industry’s reach to global audiences, however, the figures also
suggest a developing level of awareness by game publishers and developers alike of the
fact that games have to be comprehensible to the player and playable in the player’s
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technical environments. This is the functionality enabled by the specific process known as
game localization. A leading theorist of globalization and translation, Michael Cronin, insists:
“globalization is quite literally unthinkable without the operation of translation and transla-
tors” (2013, p. 491). Yet this is a dimension that has been under-explored by game scholars
in theorizing globalization (Consalvo, 2016) — a gap which this chapter attempts to redress.

The Game Industry and Its Global Reach

The game industry forms the largest entertainment sector, distributing a variety of games
to people of all ages in different regions and across different platforms and devices (Sla-
tor, 2019). Originally spawned in the US in the 1960s, early game history is also distinctly
shared by Japanese games with developers and publishers such as Nintendo and SEGA
entering the scene in the 1970s. The origins of games and the game industry’s formation are
therefore divided between the US and Japan. This dual origin gave an international flavor
of sorts to the game sector even in the early stages of its development. Game historians in
popular writing (e.g., Kohler, 20035) refer to the friction as well as the amusement caused by
early Japanese games, ranging from the inappropriateness of the content for the intended
audience to comprehension problems by players due to poor quality translations.

Differences introduced by Japanese games, compared to their US counterparts, albeit
through translations, were noted by players as well as critics, including their close ties to
Japanese anime and manga, which had earlier begun gaining ground in the US and building
a solid fanbase (Consalvo, 2016). This initial period of limited external exposure of Japa-
nese games, mainly through English translations, already set the agenda for globalization,
pointing to cultural specificities of games from game design to specific cultural references
in stories or the naming of game characters or items. Between the mid-1980s and the early
1990s, before the establishment of the ESRB (Entertainment Software Ratings Board) in
1994, Nintendo of America came to be known for its strict internal censorship regime for
games to be played on Nintendo systems, which was applied before they were released in
the North American (NA) region. The censored content ranged from nudity (e.g., a nude
statue in Super Castlevania IV [Konami, 1991]) to profanity (e.g., Japanese winning pose
in Super Mario RPG [Nintendo, 1996]) as well as the level of violence (e.g., blood and gore
in the SNES ported version of Mortal Kombat [Midway Games, 1992]) and overt political
messages (e.g., caricatures of US political figures in the canned game Socks the Cat Rocks
the Hill) (O’Hagan & Mangiron, 2013, p. 235; examples from McCullough, n.d.). Such
strict approaches reflect the desire to protect minors who were the main users of products
and that of the family-friendly image of Nintendo, especially against the negative view of
video games prevailing at the time (ibid). The issue of age ratings and self- or state-censor-
ship are questions recurring in the global circulation of games today (O’Hagan, 2017), as
they reflect different views on what is appropriate and permissible for a given age group or
for the whole of society. The need for such consideration sets apart games from globalizing
other functional products, perhaps reminding us of the significance of “play” for humans
(Huizinga, [1938] 2000) and the immersive nature of modern digital games. Also, it is
evident that heavily censored and sanitized games can trigger unauthorized translation by
game fans, which is discussed in the next two sections.

More recently, in a detailed platform studies analysis of the NES (Nintendo Entertain-
ment System), released in NA in 1985 following its Japanese release in 1983, Altice (2015,
p. 3) highlights, “any study devoted to Nintendo’s first videogame console must necessarily
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be about translation”, with the meaning of translation taken beyond a linguistic sense, as
he maintains:

Applied to the production of technological objects that must enter cultures, markets,
and domestic spaces, that must be made by bodies and touched by bodies . . . transla-
tion does not simply derive meaning from prior sources — translation produces new
meanings, new expressions, new bodies, and new objects.

(Altice, 2015, p. 3)

The globalization of games has cast fresh light on translation, which acquired a new form to
delve into translocation of multimedia and multimodal products for the target market and
the target players with cultural and technical adjustments. What Altice describes is the part
of what is involved in game localization that goes beyond linguistic conversion, demand-
ing a new mindset required to adapt electronic artifacts, as a whole, to new user environ-
ments. The concept and the practice of localization is pertinent to understanding the full
implications of globalization for game production and consumption, involving economic
considerations. For example, a language economics perspective (Heilbron & Sapiro, 2016)
can help explain economic factors informing translation decisions on how many and which
languages to localize into (O’Hagan, 2022). Cronin claims (2019): “The emergence and
exponential growth of the localization industry in the late twentieth century was the most
obvious consequence of the translation needs generated by the information economy in
the era of global markets”. He maintains that, for a global economy to work as a unit in a
multilingual world, “the mediation of translation is necessary” (p. 214).

Globalization has prompted an expansion in game development beyond the original
US-Japan axis into new actors, most notably China and Poland. However, without locali-
zation, such expansions continue to add to asymmetrical cultural flows, as in the case of
the Middle Eastern region (e.g., Iran) or certain Eastern European countries (e.g., the Czech
Republic) (Sisler et al., 2017). Implications of globalization deserve a closer look to tease
out the unfolding picture and reflect on some of the challenges faced by the game industry,
accepting games as cultural and technological artifacts, not to mention their significant
economic role.

Globalization and Game Localization

One of the most tangible results of the globalization of games can be seen in the scale of
sales of popular titles and the number of languages games are localized into. Nearly a dec-
ade ago, Grand Theft Auto V (Rockstar Games, 2013), localized into 14 languages, sold
90 million units, amassing USD $6 billion in total revenue, which was considered the most
profitable game at the time, making it “a worldwide phenomenon” (Slator, 2019, p. 5).
The practice of localization was developed in the 1980s when the international market for
personal computers opened up. The term “localization” was coined by software developers
to introduce “linguistic-cultural elements considered foreign to the initial source code, con-
tent and display in US/American English” (Folaron, 2006, p. 198), reflecting where the IT
industry developed. The term localization was derived from the word “locale”, which came
to mean the “combination of region, language and character encoding” in software locali-
zation (Esselink, 2000, p. 1). This was essentially the process behind what the users will
see and interact with on screen, and localization work involved technical manipulations in
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addition to the translation of software strings from one language into another. In the case
of games, the players can navigate and enjoy them as if they were originally made for them,
regardless of the origin of the product. The Localization Industry Standards Association
(LISA) defined localization as: “the process of modifying products or services to account
for differences in distinct markets” (Fry, 2003, p. 13).

Localization has become an integral part of globalization strategies, as illustrative in
the acronym GILT commonly used in the localization industry to refer to globalization,
internationalization, localization, and translation. This framework highlights that globali-
zation of modern digital content needs to be considered from the outset with localization
and translation in mind. In particular, internationalization is a process specifically devel-
oped by the localization industry to “abstract the functionality of a product away from
any particular language so that language support can be added back” (Fry, 2003, p. 14).
This involves a pre-localization process to develop products by externalizing elements spe-
cific to source-language or -culture so that they can be extracted easily for the localization
process to take place unhindered. Whereas large international publishers may be aware
of the benefit of “localization-friendly game development” (Chandler & Deming, 2012)
based on the GILT concept, in reality, such implementation still seems to be lagging across
game developers (Toftedahl, 2020). This highlights the bottom line of game production as
an economic activity where the extra cost involved in localization-related work has to be
justified in terms of return on investment. Game publishers typically determine whether the
game should be localized and into which languages and to what extent, such as full versus
partial localization (Chandler & Deming, 2012). Here the concept of language economics
is at work. Whereas certain triple-A titles may be fully localized into ten or more languages
and shipped simultaneously (sim-ship), other titles may not be localized at all, leaving room
for fan translation in some cases. The key to GILT is time-to-market so that games, includ-
ing localized versions, can be quickly released to their target markets in an appropriate
form, depending on their strategic importance. While games are increasingly complex in
their asset structures and heavier in their volume, the time available for localization contin-
ues to shrink. Despite the technological nature of games, however, they are generally not
considered machine translation (MT)-friendly, given the sheer diversity of translation assets
and the need for human intervention, such as through transcreation (Slator, 2019, p. 4).
However, with the continuing improvement of MT technologies through machine learning,
disruption by state-of-the art neural MT (NMT) is likely to have a significant impact on
globalization strategies applied to games. Weber and Mehandru (2022) refer to the rel-
evance of globalization theory popular in the 1990s, which posits that “language may be as
or more significant than physical distance as a barrier to interoperability in communication
and trade across borders” (p. 101). This is why attention to the matter of language in the
globalization process is vital.

Whereas the meeting of localization and globalization is considered “the most evident
locus of contact between technology, translator identity and the postmodern world” (Mun-
day, 2012, p. 292), the same level of attention has not been observed in game studies or
generally among scholars researching games, evident in the scant references to game locali-
zation in the body of literature in game studies and related disciplines. Exceptions include
the work by Kerr (2017), who examines the core production logics of the game industry as a
global industry, including the function served by game localization, both official and unau-
thorized, as economic as well as a linguistic and cultural contributor. Consalvo (2016) in
turn traced the influence made by localized Japanese games on Western game development
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to surprising cross-cultural interactions by looking into professional localization as well as
ROM hacking by fan translators eager to access the original flavor of Japanese games. Her
analysis also brings to the fore the “mythical” question of the “Japaneseness” of Japanese
games, which she argues is not monolithic, encompassing language, culture, gameplay feel,
genre, platform, storyline, development pipeline, and workflow structure in giving rise to
differences, be they Animal Crossing: A New Leaf (Nintendo, 2012) or Tokyo Jungle (Sony
Computer Entertainment, 2012) (Consalvo, 2016, p. 216). In reference to Phoenix Wright:
Ace Atony (Capcom, 2011-) as an example of more mainstream game localization to the
more indie (independent) localization undertaking Recettear: An Item Shop’s Tail (Carpe
Fulgur, 2007), Consalvo shows how localizers handle such differences or “noise” by act-
ing as “culture brokers” involving broader cultural operations. From an industry profes-
sional perspective, Edwards (2011) in turn has been promoting the concept and practice of
“culturalization” of games and stressing the importance of helping “gamers to potentially
engage with the game’s content at a much deeper, more meaningful level” (p. 21). Cultur-
alization seeks to address “intercultural dissonance” (Edwards, 2012) such as religious
references, which may cause offense in the target market. By the same token, culturaliza-
tion in turn has provoked the question of authenticity as well as that of censorship applied
during the localized process. Certain bilingual game fans regularly take to social media
when they find or even anticipate any intercultural dissonance as soon as the original game
is out even before localized versions are released, as was the case of popular Japanese RPG
title Fire Emblem Fates (Nintendo, 2015). Such reactions by game fans as the recipients
of localized or globalized products highlight some of the challenges faced by localizers as
“cultural brokers” (Consalvo, 2016, p. 123). Their work is bound by a code of ethics and
professional conduct and their decision-making processes are aligned with game publishers.
By comparison, empowered fans may see certain adaptations a “scandal”, suppressing lin-
guistic and cultural differences (Venuti, 1998), considered akin to censorship (Mandiberg,
2017, p. 177).

Globalization and Players

Part of the acceleration of globalization can be seen in the shift to digital game distribu-
tion mechanisms, exemplified by Steam as well as other console-specific networks where
subscribers can purchase and download games of their choice. Steam also incorporates fan
communities through the Steam Translation Server to localize games that are not officially
localized (Sarigiil & Ross, 2020). A small-scale study (Toftedahl et al., 2018) of indie game
developers reports their successful deployment of engaged and willing player communities
available through such channels to provide localization, pointing to an alternative avenue
to help financially squeezed indie developers localize their games. The Web 2.0 introduced
user-generated content and helped fan translation proliferate, making it visible globally,
even though it existed prior to Web technologies. The lack of official localization or offi-
cial yet unsatisfactory versions can trigger fan translation in the form of ROM hacking
whereby a fan translator provides a translation by modifying linguistic data by hacking
into the game’s Read Only Memory (Altice, 2015, pp. 314-318). This constitutes a reverse
engineering of commercially sealed game products, hence demonstrating the highly developed
technical skills as well as the subversive force of certain game fans. They are also often sup-
ported by communities of like-minded fans as their collaborators and end users of the trans-
lation. The availability of digital infrastructure has served to strengthen fan communities;
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players feel empowered by engaging in fan translation, often working in collaboration or
airing their feedback to the publisher or the localizer if they find the localization problem-
atic. Game publishers and developers are in turn sensitive to player discourses while their
play data captured as gamer metrics increasingly forms part of game development logic to
facilitate “player monitoring, measurements and support” (Kerr, 2017, p. 108). The increas-
ing interest by fans in issues concerning localization can be a two-edged sword, however,
because such fan discourses, regardless of their representativeness or well-informedness,
can directly affect official localization with ad hoc or last minute changes undermining the
integrity of an otherwise carefully planned process (O’Hagan, 2017).

With the changing dynamics of the ecosystem of game production, consumption, and
gameplay, the literature highlights the clash between amateur creativity and copyright
law. While intellectual property is eagerly protected by the game industry in order to
survive as a creative industry, the search for new avenues to incorporate user creativ-
ity seems also evident. The case of Minecraft (Mojang Studios, 2011-) demonstrates
how player creativity can be supported within the legal realm where players are granted
rights to freely share on the open Web their derivative works developed with Minecraft
(Lastowka, 2013, p. 166). Lastowka argues how amateur creativity can be unleashed by
a dialogical process if embedded in a game so that users can “speak back” (p. 162). In
the process of the development of the game industry as a global industry, the interplay
between regionalism and globalism has been picked up in the literature. In the context
of anti-gaming environments and cultural protectionism in China, Liao (2016) discusses
the way in which Japanese console games gained popularity through piracy, the black
market, and appropriation by local agents, none of which was officially supported by the
State. Yet, these methods served to disseminate and popularize Japanese games. More
recently, Jiang and Fung (2019) claim that this dual impact of globalization is giving
rise to neo-techno nationalism whereby creating a popular and acceptable version of
nationalism, as shown in the success of certain Korean games in China. Another case
in point is a modified and pirated game in North Korea where the game is ideologically
modified while implementing new monetization systems such as micropayment, aligned
with the socialist ethos accepted in the country (Anonymous, 2022). Such an evolving
landscape over amateur creativity as a way of subversion and an early sign for potential
change in the copyright framework shows the way in which regionalism plays out with
globalism, with modern video games circulated widely, albeit in many guises, both offi-
cial and unofficial.

Coda

Globalization of the game industry and games is manifesting itself in a diverse, uneven, and
sometimes unpredictable way in which games reach the end players across regions, both
authorized and unauthorized. The modern game lifecycle includes an after-life in the form
of player subversions such as ROM hacking, piracy, and neo-techno-nationalism as a meas-
ured tactic to gain acceptance in the target market. The digital distribution mechanisms can
make players’ language situations more visible through user data, as well as filling the gap
of localization resources, soliciting human talent from player communities for cash-poor
indie game developers to avail themselves of localization. However, the most ambiguous
aspect of increasingly standardized localization is the risk of homogenizing the original
cultural flavor if professional localization becomes overly cautious about a player backlash.
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With increasing globalization ahead, localization can become a critical factor in shaping a
future game industry that truly preserves the “gameness” of its core products for the enjoy-
ment of a global audience. In view of the intricate role of the “culture broker” equipped
with “geopolitical awareness”, Consalvo (2016) suggests “game studies theorization of
this area can offer even more to general theories of globalization” (p. 215). I argue that
more interdisciplinary perspectives across translation studies and game studies will provide
promising scope.

Localization as part of the globalization process can serve to highlight games’ rich cul-
tural imprints embedded in technological artifacts by unleashing them sensitively and in
a nuanced way. Such a goal provides food for thought at times when translation may be
subjected to the increasing pressure of language economics with blind faith in MT looming
and risking taking away the joy of play.
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14
INDIE GAMES

Paolo Ruffino

The notion of independence started becoming visible in the early 2010s in the Western world
as part of the discourses surrounding video game production. Independence has served to
justify the emergence of informal, and often precarious, modes of game-making (Keogh,
2019; Bulut, 2020; Ruffino, 2021a). In their initial stage, indie games have been celebrated
by consumers and commentators as a new creative wave of game design, supported by:
(1) the accessibility of tools of production such as Twine and GameMaker, and software
used for triple-A titles such as the Unity and Unreal game engines; (2) the aspiration of
receiving financial resources from a pre-production stage through crowdfunding platforms
such as Kickstarter; and (3) the appeal of reaching a global market via online distribution
portals such as Valve’s Steam. The documentary Indie Game: The Movie (Swirsky & Pajot,
2012) is emblematic of the initial narratives associated to the independent production of
video games. The documentary follows the personal lives and work of Edmund McMillen
and Tommy Refenes, developers of the indie success Super Meat Boy (Team Meat, 2010);
Phil Fish, leading the troubled production of Fez (Polytron Corporation, 2013); and Jona-
than Blow, author of Braid (Number None, 2008). Indie Game: The Movie is inspired by a
renewed interest toward game designers as auteurs, a romantic view of individual passion-
ate labor as a totalizing affective project, and a deterministic perspective on the potential
of new technologies as enabling allegedly new forms of expression. Indie games appear
as games seeking an aura of authenticity, as opposed to the standardized conventions of
the global video game industry (Juul, 2019). At the same time, the documentary reveals
the implicit gendered norms of inclusivity of the indie culture, presented at that time as
an exclusively male domain, and a narrow focus on North America as the privileged geo-
graphical context of such a cultural revolution.

Over the years, the indie games movement has been analyzed and critiqued from numer-
ous perspectives, supported by a renewed interest from academia toward ‘game produc-
tion studies’ (Parker, 2013; Sotamaa & Svelch, 2021). The initial narratives of individual
emancipation have given way to more nuanced and critical analyses of the implications
of independence for the cultures of video game production. Studies on the video game
industry have been looking more closely at (1) the historical and geographic specificity of
independence (Garda & Grabarczyk, 2016; Martin & Deuze, 2009); (2) the role of cultural

DOI: 10.4324/9781003214977-16 104


https://doi.org/10.4324/9781003214977-16

Indie Games

intermediaries such as festivals, academic institutions, and local networks of support in
sustaining independent game makers (Parker et al., 2018; Perks et al., 2019; Pearce, 2021;
Harvey, 2021); (3) the wave of precarization of labor in the game industry that has emerged
vis-a-vis the cultures of independent work (O’Donnell, 2014; Chia, 2019); and (4) the cul-
tures of production that have been rendered even less visible by the popularization of indie
games, with a particular focus on LGBTQ communities of game-makers (Ruberg, 2019).

Historical and Geographic Specificity of Indie Games

In a keynote at the 2014 edition of the IndieCade East festival, designer Bennett Foddy
elaborates on the claim, circulating at the time on social media, that the indie games move-
ment might have been over (IndieCade, 2014). Foddy argues that the label of ‘indie’, and
the culture surrounding it, have emerged in a relatively recent period of time in North
America. However, the concept of developing a video game with minimal budget and in
small teams, and distributing the title without a publisher, is evident throughout the history
of the medium. For instance, in the European continent, a considerable number of video
games were produced in the 1980s and 1990s in conditions comparable to what could be
defined nowadays as ‘indie’. The proliferation of programmable home computers, such as
the Macintosh, Apple II, Commodore 64, and Amiga, favored the emergence of amateur
game makers. Since the 1980s, a considerable number of development tools and software
for game-making has been released addressing a specific target audience keen on experi-
menting with game design. World Builder (Silicon Beach, 1986) and the Shoot-’Em Up
Construction Kit (Sensible Software, 1987) enable players to create their own (independ-
ent) video game. Tim Sweeney’s ZZT, released in 1991, is an adventure game packaged
with its own development tool. Mentioned by Bennett Foddy as part of his talk, ZZT is a
notable example that explicitly invites players to create their own game through a “World
Editor’, inspiring a generation of indies ante-litteram (Anthropy, 2014).

As argued by Stephanie Boluk and Patrick Lemieux (2017), the historical reconstruc-
tions of the video game industry, and, in particular, of the indie scene, have repeatedly
ignored the cultures of production originating far from the Western world. Cultures of
modding and hacking originating from Asia and South America have been rarely investi-
gated. Svelch (2018), for instance, reveals complex strategies of politicization of amateur
game-making in 1980s Czechoslovakia under the Soviet regime. Thus, the label of ‘indie
game’ must be analyzed not as a breakthrough moment in the techniques of video game
production and distribution, but as a signifier emerging at a particular time and place in
the discourses surrounding the cultures of game-making. From this perspective, indie games
become emblematic of a series of transformations in the production and distribution of
video games, and of the semiotic fluctuations accompanying the emergence of a “new spirit
of capitalism” within the digital entertainment industries (Boltanski & Chiapello, 1999;
Kerr, 2017, pp. 64-105; Whitson, 2019).

Laine Nooney (2014) responds to Bennett Foddy’s intervention at IndieCade East, argu-
ing that indie games can be interpreted as a “balancing act” between creative desires and
financial needs emerging at a historical conjuncture when neoliberal drives toward individ-
ual self-expression merged with the availability of technologies for production and distri-
bution. Contextualizing indie games enables a more accurate and critical reflection of their
cultural significance, without denying the potential inventiveness of the numerous texts and
practices that have been identified as part of this movement. The creation of festivals, local
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networks of support, labels to categorize new titles on digital distribution platforms, and
even programs in higher education institutions, explicitly referring to ‘indie’ and ‘independ-
ent’ game-making, signals a shift in the ways in which production of digital entertainment
is valued and understood in contemporary Western culture.

New Dependencies

Paradoxically, defining a video game as ‘indie’ sheds light on a renewed attention toward
the relations and connections established in the process of making and releasing a video
game. Rather than signaling the presence of autonomous productions and lonely individu-
als in the production of video games, the indie label has been pointing to other, perhaps less
conventional, modalities of relating to, and depending from, others. Independence might
become, for some, an incentive to think ethically about one’s own life and work, as brought
to the fore by the work of the collective Molleindustria (Ruffino, 2015). Garda and Gra-
barczyk (2016) introduce a layered definition of independence as relational labor, starting
from the premise that not all indie games are necessarily independent in the same way.
Independence is, according to the authors, articulated through three separate domains:
productions can be financially independent, conceived without following creative direc-
tions from external sources, or distributed without a publisher. Not all three criteria must
necessarily be present, but each highlights a relation of potential dependence: to investors,
audiences, and publishers. Garda and Grabarczyk argue that “in the mid-2000s a new set
of contingent properties has become apparent and independent games started to be identi-
fied through them [as indie games]” (2016, online).

Boluk and Lemieux observe that “ironically, the emergence of the term indie game as a
label and genre in the late 2000s signals the moment independent game development became
dependent” (2017, p. 34). New relations of power have been brought about and intensified
over the last two decades, shaping the production of video games. For instance, the aspira-
tions of relying on crowdfunding platforms soon revealed the problematic aspects of manag-
ing customers and distributions without a publisher (Tyni, 2020). Crowdfunding, as a model
of financing, affects the number of tasks and the emotional labor of the indie developer. The
output to deliver, from the pre-production stage as part of the marketing campaign of an
independent video game, constitute a considerable workload and become vital for supporting
the project; social media visibility is fundamental across all stages of production and post-
production to maintain consumer fidelity; and the success of a project now depends on new
cultural intermediaries such as streamers on Twitch and YouTube (Parker & Perks, 2021).

Independent production increasingly depends on the rules, policies, and algorithms of
the platform economy. Platforms such as Valve’s Steam and the Apple and Google stores
dictate rules of visibility of new submissions and foreclose the possibilities of escaping the
“predatory logic of finance capital” (Nieborg, 2021, p. 314). As a consequence, following
an initial period of experimentation, the migration toward apps and digital platforms has
resulted in the standardization of available products, contradicting the initial narrative of
creative emancipation. At all levels and scales of production, developers are expected to
engage with data analytics tools to predict the market’s response and evaluate the recep-
tion of their output. On top of increasing the duties and risks for indie developers, data
analysis and engagement with platform owners reduces the autonomy of game workers and
undermines the possibilities of tackling issues of diversity and inclusivity (Whitson, 2019).
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Data-driven development reinforces the tendency toward mediocrity, intended in both a
statistical and aesthetic sense.

Developers are expected to deal with platformization tendencies at all levels, now becom-
ing evident in the hegemonic strategies of development tools such as Unity and Unreal
(Nicoll & Keogh, 2019; Chia et al., 2020). Development tools, while being freely available
and providing a rich set of libraries and resources, tend to democratize game production
only to the extent that it can be captured and contained within the structures of the tool
owners. The Unity engine provides an emblematic example. Widely used across the video
game industry, and increasingly adopted in fields such as film production and architecture,
Unity has turned into the ideal entry tool for game makers, modders, and various scales of
experimentation with 3D environments. However, Unity’s licensing structure and provision
of assets indirectly informs the aesthetics, workflows, and spaces of possibility of game
development practices. In democratizing access, it channels the aspirations of independent
development within a “circuit of cultural software” (Nicoll & Keogh, 2019).

Networks and Communities

The new relations established through independent work are based on technical, financial,
and affective needs. The refusal to accept a top-down and hierarchical scale of development
has brought indie developers to manage excessive workloads, exacerbating the impact of
game labor on mental health and raising further barriers of access for those who cannot
afford such emotional, economic, and time investment (Ruffino, 2021b). As part of this
transformation, the role of the producer has been re-signified and eliminated from most
independent projects. As observed by Whitson et al. (2021), the precarity surrounding
independent game production, along with the identification of indies with the cultures of
self-entrepreneurship, has erased the professional figure of the producer: tasks not directly
related to development, such as public relations, management of human and economic
resources, marketing, and so on, are distributed across a variety of actors who are rarely
specialized in these areas.

The new conditions of production force independent workers to rely on workshops and
events organized for and by local developers to identify collaborators. The emergence of
independent development has seen a proliferation of institutions and cultural organiza-
tions dedicated to those working in the sector and aiming to establish contexts of publicity,
informal sharing of knowledge, and cooperation. Specialized events can vary in size and
international visibility but generally provide scheduled contexts of networking for local
communities. Among many, the IndieCade festival has been a reference for independent
developers in North America — and since 2017 includes a European edition. A MAZE in
Berlin, Germany, offers a comparable context for sharing ideas across and meeting inde-
pendent developers. The indie track at Develop in the United Kingdom, and the Independ-
ent Games Summit at the Game Developers Conference in the United States, take part
within larger events dedicated to the video game industry. The Indie Megabooth in Canada
has been analyzed for its role in providing legitimacy to independent productions and as
“cultural intermediator” (Parker et al., 2018). The Indie Megabooth and other similar fes-
tivals are more than aggregators and constitute “the field of production, distribution, recep-
tion and consumption for indie games” through a process of artistic curation, mediation of
identities, and the establishment of an efhos of independence (ibid., p. 1968).
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Complex and often invisible networks of support shape the “indie game ecosystem”
(Pearce, 2009). A rarely discussed aspect related to the emergence of indie games is the fun-
damental role played by academia in providing skills, knowledge, and opportunities for vis-
ibility and professional networking. As discussed by Celia Pearce (2021), higher education
institutions have been acting as intermediaries in the social acceptance of video games as
culturally valuable texts and have been producing early analysis of the conditions of inclu-
sivity in the game industry. The same institutions often provide less visible forms of finan-
cial support for indie studios and individual developers while in their early career stage and
create communities that bring together and legitimize independent labor. For instance, the
aforementioned festival IndieCade, co-founded by Celia Pearce, initiated from the research
and game-making community surrounding the University of Southern California.

After the initial period of romantic re-evaluation of the individual auteur, the independ-
ent game design movement has revealed to be much more complex and multi-faceted. In the
Western world it has worked, among other things, as a catalyst for multiple forms of rela-
tional labor within the video game industry. Brendan Keogh observes that “contemporary
videogame development is defined by a complex network of actors and practices that is not
captured by the straightforward developer-publisher-retailer model through which vide-
ogame development and distribution have been traditionally understood” (Keogh, 2019,
p. 15). The initial desires for the ‘creative destruction’ of the existing techno-cultural con-
ditions of production of video games, despite their democratic and progressive intentions,
have resulted in the erasure of the conditions of autonomy and creative experimentation:
an effect that only intensified with the platformization of development and distribution
(Crogan, 2018; Nieborg, 2021).

Independence and/as Precarious Labor

The video game production field has been experiencing a social and economic transforma-
tion comparable to other sectors of the creative economies, such as the fashion, music, and
film industries. The appeal to work in a creative area and produce independent work has
sustained the conditions for prolonged precarity, poor salaries, and fixed-term contracts, in
particular, among young graduates (McRobbie, 2016; Lorusso, 2019). The phenomenon
has been visible in the United Kingdom since the 1990s and has been spreading across
North America and Europe in the following decades (Leadbeater & Oakley, 1999). The
video game sector has been following a similar trajectory. By the time Indie Game: The
Movie was released, being indie could still be glamorized. In the 2020s, it is known from
industry reports that periods of self-employment are considered a normal condition for
game workers. The process has been having detrimental effects on the capacity for individu-
als to experiment, take risks, and tackle issues of inclusivity and mental health (Chia, 2019;
Ruffino, 2021b). As independents are expected to occupy multiple roles at once, workload
and responsibilities increase, thus eroding the time for imagining creative solutions.

In 2021, a report involving the attendees of the Game Developers Conference revealed
that 51% of respondents use their company’s funds to support their new projects, and 30%
use their personal finances (GDC, 2021, p. 9); 19% of respondents work in companies com-
posed of one person (ibid., p. 22). The GDC takes place in the USA and predominantly gath-
ers participants from North America and Europe (83% of respondents), but studies from
Australia (Keogh, 2023; Apperley & Golding, 2015), France (Minassian & Zaban, 2021),
Italy (Ruffino, 2020), Central America (Guevara-Villalobos, 2021), and India (Zeiler &
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Mukherjee, 2021) maintain that independence is a predominant mode of employment in
several geographic areas. Independence is considered a normal condition while transition-
ing from periods of employment and in the early stages of career, and occasionally overlaps
with other forms of employment within or outside the video game industry. John Vander-
hoef (2016) defines such a new condition an “industry of indies”: a dispersed field of small,
alternative, occasionally subversive game design practices that have been assimilated by the
entrepreneurial business practices of corporate industry.

While the contemporary conditions of precarity might have impacted on the initial fas-
cination for independent game-making, there are still spaces for imagining independence
through its creative potential. The presence of such a large number of independents sheds
light on the lived experiences of game-makers who do not necessarily consider the video
game industrial complex as paramount for their practice. Brendan Keogh (2023) observes
how such a new scenario might actually open up the field of video game development to
more vocational and artistic approaches, once the prospects of ‘making it” as a full-time
developer are abandoned. Keogh analyzes the Australian context, where the majority of
studios shut down after the Global Financial Crisis of 2008. Being independent in such
a context is not necessarily perceived as preparatory to a job in the industry, as a full-
time project, or as requiring the adoption of an entrepreneurial mindset to be successful
and rewarding. Many embrace game-making practices as artists, or as part of their activ-
ist practice, in collaboration with local communities and drawing on a variety of forms
of financing.

Reimagining Indie

Brendan Keogh’s analysis of local and trans-local “game scenes” within the Australian
region enables a different historicization of independent game making: the initial popularity
of the notion of ‘indie’ might have obscured the pre-existence of numerous scenes of infor-
mal game-making, which have never sought legitimation or received visibility as producers
of culturally and commercially viable texts. These communities are not just forgotten by the
historical reconstructions of the medium that tend to focus on the Western world, but they
remain invisible since they run parallel to the circuits of production and distribution of the
video game industrial complex.

Rather than looking at independence as transiting in a precarious space ‘outside’ the
video game industry, one can understand it as an alternative and parallel mode of approach-
ing game-making. Bo Ruberg (2019, 2021) identifies in the queer and trans communities of
game-makers a fitting example of independents who cultivate their “inter-dependencies”,
that is, their networks of assistance and mutual support. Importantly, the queer indie games
explored by Ruberg are “videogames that don’t care about videogames”: games that do
not need to refer to the history of video games and that are not concerned with appearing
more genuine or authentic than those produced as part of the mainstream scene (Ruberg,
2021, p. 49). Drawing on an interview with game designer Mattie Brice, Ruberg argues
that the LGBTQ scene has produced games that are “affirmative” but “without making
marginalized experiences consumable” and without seeking authenticity: “authenticity is
what is demanded of marginalized creators by those who do not hold similarly marginal-
ized subject positions” (ibid., p. 55).

Attending to the cultural work of marginalized communities of video game makers
shows, at least, two fundamental pathways for future research. First, it suggests that, within
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the suffocating conditions of precarity of the video game sector, there are still forms of
experimentation showing alternative pathways to make and distribute video games. These
experiments are supported by communities that do not require the industry, or the his-
tory, of video games for their own definition and legitimation. Second, it sheds light on
the dynamics of power that dictate the conditions for game makers to become visible, or
invisible, and at the implied expectations regarding the class, gender, race, and geographi-
cal background for the subjects of game-making practices to appear as such. Studying indie
games is a political project and commitment for the future of game studies.
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Brendan Keogh

In August 2016, British studio Hello Games’s much-anticipated No Man’s Sky was released
after years of market-driven anticipation. While the game delivered on its core promise
of a massive, procedurally generated universe for players to explore, many players and
reviewers felt let down by the general sparseness of the experience, like there wasn’t nearly
as much to do in the game as they had expected. This feeling was amplified by the game’s
USD $60 price tag. Others, however, appreciated the restrained and specific experience the
game offered, prioritizing self-driven exploration over more conventional conflict. Across
message boards, social media platforms, and game journalism websites a debate quickly
emerged: was No Man’s Sky an indie game that successfully achieved a particular aesthetic,
or was No Man’s Sky a disappointing triple-A game that failed to live up to expectations?

The liminality of No Man’s Sky between indie and triple-A exemplifies the porous and
unclear nature of how different modes of video game production are categorized, perceived,
and evaluated. On the one hand, No Man’s Sky was big in terms of content (practically
unlimited); it was in a conventional science-fiction genre and presented from a conventional
first-person view; and it was promoted and published by Sony, one of the largest companies
in the game industry. On the other hand, design-wise, No Man’s Sky had more in com-
mon with experimental walking simulators than it did first-person shooters, and it was
developed by an independent team of, on average, six employees throughout the develop-
ment process (Crecente, 2019). Whether or not No Man’s Sky was perceived as a triple-A
game determined how people evaluated it, but whether No Man’s Sky was a triple-A game
seemed impossible to determine.

Despite its constitutive ambiguity, triple-A remains a relatively stable and unques-
tioned category of video game production in popular and academic discourses. While
some researchers have provided insightful investigations of triple-A production contexts
and business models (Nieborg, 2011; Banks, 2013; Nieborg, 2014; O’Donnell, 2014; Kerr,
2017; Bulut, 2020), just how the category itself is discursively constructed and reproduced
requires more consideration. Typically, triple-A as a term is used to refer to the big end
of town, the Hollywood of video games: companies such as Ubisoft, Sony, EA, Naughty
Dog, Warner Bros, Rockstar Games, and BioWare using teams of thousands of specialists,
distributed globally across studios, to produce polished blockbusters for consoles and PC.
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When one speaks of “triple-A games”, they are most likely referring to blockbuster fran-
chises such as Assassin’s Creed (Ubisoft), Call of Duty (Activision), Final Fantasy (Square
Enix), or Grand Theft Auto (Rockstar). These triple-A companies and their games are also
varyingly seen as the fraditional or core game industry, often standing in for a central or
default mode of production that other forms of video games — indie, mobile, serious, social,
etc. — are explicitly not.

The 2010s saw a flourish of research on these alternative modes of production, espe-
cially the contested and political ways in which indie is mobilized by a vast range of game
developers, audiences, and marketers (Lipkin, 2013; Ruffino, 2021; Whitson et al., 2021).
This research has implicitly challenged and complicated the ubiquity and defaultness of
triple-A modes of production (Whitson, 2019; Keogh, 2021), showing — just like No Man’s
Sky — that just what video games are considered triple-A in the first place is not straightfor-
ward and always political.

There is insufficient space in this short chapter to do the historical and discursive work
needed to critique triple-A, much as Graeme Kirkpatrick (2015) has done for the terms
‘gameplay’ and ‘gamer’. Instead, I briefly overview how the modes of production exempli-
fied by triple-A rose to dominance through the 1990s as a concentration of power in the
field of video game production, and how challenges to its dominance in the past two dec-
ades call for us to rethink its stability and centrality. Ultimately, I argue that triple-A games
have never been typical; they are a temporally and geographically discrepant mode of video
game production and should be situated as thus by researchers considering the aesthetics,
conventions, production contexts, and audiences of video games moving forward.

The Formalization, Financialization, and Narrowing of Video Games

From the birth of video game production in the 1960s up until the mid-1980s, a diversity
of modes, sites, and scales of video game production and play emerged around the world.
Historians have detailed the cottage industries, demoscenes, bedroom companies, hobby-
ists, microcomputers, shopping malls, and schools that formed video game culture in these
decades (Jorgensen et al., 2017; Svelch, 2018; Nooney, 2020; Swalwell, 2021). Crucially,
as video game production was indeed increasingly commercialized through these decades,
historians have shown how in different geographic contexts, video game production invari-
ably begins with informal communities working in grassroots contexts that sometimes (but
not always) industrialize into their commercial form.

During these decades, the nascent video game industry struggled to regulate the prolific
informal game development practices such as homebrew development and the duplica-
tion of intellectual property. This situation changed dramatically, however, following the
North American console video game industry in the early 1980s, popularly represented by
piles of E.T.: The Extraterrestrial (Atari, 1982) cartridges filling up a New Mexico landfill.
Importantly, a wide range of factors contributed to this crash, such as a nationwide reces-
sion in the United States and increased public anxiety about the effects of video games on
children. But it is a flood of cheap, low-quality titles and subsequent plummeting consumer
trust that would be perceived by the industry itself as the dominant reason for the crash,
and which Japanese company Nintendo would work to directly address when it intro-
duced the Nintendo Entertainment System (NES; Famicom in Japan) in 1985. Nintendo —
followed by companies such as Sega, Sony, and later Microsoft — worked to restructure
console game development in a way that would give assurances to consumers as to the
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quality of products. As Casey O’Donnell (2014, pp. 186-215) has extensively analyzed,
the consumer-facing “Nintendo Seal of Approval” was a public-facing synecdoche of an
extensive technological, legal, and discursive apparatus that ensured out of the vast range of
modes of expression possible in the video game form, only those that are easily commodi-
fied and sold - those that are of a certain level of ‘quality’ when judged first and foremost
as consumer goods — would appear on these platforms.

Through the 1990s, as console manufacturers following the success of Nintendo’s Fam-
icom (or NES) turned to markers of technological prowess to distinguish their own hard-
ware and software from their competitors (Arsenault, 2017; Nicoll, 2019), innovations in
mechanics and systems took second place to advances in graphical fidelity, sound qual-
ity, world size, and story length. Commercial video game design thus became increasingly
content-centric at the same time as non-commercial video game design became increasingly
sidelined and difficult to access. Development teams consequentially grew larger, requiring
a wider range of skilled specialists to produce all this extra content: musicians, scriptwrit-
ers, 3D modelers, tech artists, producers, and designers to name just a few. Creating video
games consequently became more expensive, and companies needed to sell more and more
copies to cover costs. This led to a risk-adverse design culture, where the mechanical genres
that blockbuster video games would explore became relatively set-in-stone (first-person
shooter, third-person platformer, party-based role-playing game, sports simulation, etc.),
and the innovations that would distinguish one game from the last would be more about its
quantitative size than its aesthetic quality.

This is a very simplistic and reductive historical narrative (and one that is complicated
later), but it’s nonetheless from this narrative that triple-A emerges as both the dominant
and normative mode of video game production. Each console manufacturer was invested in
attracting consumers to their platform over the others, and thus their marketing highlighted
the technological prowess of their own consoles through what Dominic Arsenault (2017)
has theorized as technobabble. Video game publishers presented to players and consumers
a way of understanding and evaluating video games that was based on technological rather
than aesthetic measures: the number of polygons on screen, the resolution of the image, the
draw distance of the world, the total lines of dialogue in the script, the hours of gameplay
available. In turn, the ‘console wars’ of the 1990s are perhaps better understood as a content
arms race, with each console manufacturer looking to outdo the others with more power,
more memory, more gigabytes, and more bits. In turn, developers are pressured into making
games that highlight this technological performance, both for the publisher who wants to
sell consoles and the consumer who needs to justify this expensive purchase. Commercial
video games through the 1990s — and especially following the jump to 3D graphics — thus
became required to include more and more content: more narrative, more dialogue, bigger
worlds, higher quality audio, more detailed models.

Elsewhere, I have theorized in more detail this historical process the video game pro-
duction field undertook throughout the 1990s as one of aggressive formalization (Keogh,
2019). In short, the largest and most powerful video game companies (overwhelmingly
based in Japan and North America) successfully disseminated a dominant understanding of
video game quality as connected to the levels of technological prowess and content qual-
ity that only their own companies could provide to players. This has had far-reaching and
ongoing consequences for video game culture, such as ongoing misogynistic player cultures
(Shaw, 2012; Kirkpatrick, 2015) and games produced outside of the dominant commercial
models being dismissed as not “real” games (Consalvo & Paul, 2019).
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Triple-A emerges in this time as the label for this narrowed, top-tier, hegemonic mode
of resource-intensive and technologically impressive modus operandi of commercial video
game production normalized as video game production. While detailed archival research on
consumer and industry literature would pinpoint the term’s emergence more clearly, it can
currently be traced back to at least the late 1990s, aligning with blockbuster productions
such as Squaresoft’s Final Fantasy VII (1997; at its time, the most expensive video game
ever produced) (Scalzo, 2013). Bernevega and Gekker (2022, p. 48) link the term “triple-A”
etymologically to the American bond credit classification where the term is assigned “for
the safest bonds that have the strongest capacity to meet financial expectations”.

Through the aggressive formalization of video game production through the 1990s,
triple-A became the stand-in for ‘normal’ video games, and all other modes of video game
production, commercial or otherwise, became subordinate in this imagining. This field
greatly narrowed the ability of researchers, the public, policymakers, and gamemakers
themselves to imagine a broader field of video game production beyond the most com-
modified and commercial positions that triple-A came to represent.

The Fragmentation, Platformization, and Expanding of Video Games

Of course, big budget triple-A video games were not actually the only video games that
existed throughout the 1990s and early 2000s. Weird PC games, amateur mods of triple-
A titles, independent subcultures, Flash games, portable games, and pirated and bootleg
imitations all also existed. In different parts of the world, different grassroots industries
emerged with less resources and used technologies and distribution pathways other than
those used by triple-A studios, with publication concentrated in Japan, North America, and
Western Europe (Fiadotau, 2019; Stuckey, 2005; Garda & Grabarczyk, 2021). Neverthe-
less, through tight control of distribution pipelines and development tools, triple-A games
successfully controlled production and consumption discourses so as to center themselves
as the dominant social imagining of video game production.

In the mid-2000s, however, the structure of the video game field again began to shift
drastically in ways that have directly challenged these established understandings of where
video game production occurs and who undertakes it. High-speed Internet and the growth
of digital distribution platforms weakened the distribution bottlenecks imposed by the large
console manufacturers between video game developers and potential players (Poell et al.,
2022). The rise and eventual ubiquity of smartphone devices, such as the Apple iPhone,
opened up new audiences and demographics and created new opportunities and business
models for video game producers (Leaver & Willson, 2016). The emergence and ubiq-
uity of financially and technologically accessible software such as the GameMaker, Unity,
and Unreal game engines converged the skillset and resources of professional and amateur
gamemakers alike (Foxman, 2019; Nicoll & Keogh, 2019). On the margins of commercial
video game production, subcultures and communities of creators beyond the dominant
demographics of young, white, cisgender, heterosexual, university-trained men became
more visible as making different kinds of video games for different audiences with different
tools (Anthropy, 2012; Harvey, 2014).

While those studios and publishers that most squarely fit within the triple-A category
still dominate the video game industry in terms of capital and imagination, they are increas-
ingly the minority if we seriously consider the full breadth of sites and people making video
games. Local game industry surveys regularly show that most people make games in teams
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of ten or fewer (e.g., IGEA, 2019; MDEC, 20135). According to the attendant survey of the
Game Developers Conference, there are today just as many gamemakers working in teams
smaller than five people as there are working in teams larger than 250 (Game Develop-
ers Conference, 2021, p. 22). A disconnect now exists between the diverse range of lived
experiences, identities, ambitions, work conditions, communities, and skills of video game
makers — commercial and noncommercial — and the ways in which video game produc-
tion is still typically imagined by researchers, journalists, policymakers, education institu-
tions, and gamemakers themselves as narrowly happening within the domain of a lucrative
and centralized video game industry consisting of triple-A studios surrounded by a few
entrepreneurial indies. As Boluk and LeMieux argue, the commercial video game industry
“privatize[d] the cultures of play” (2017, p. 8) in ways that are now being challenged.
Triple-A production is losing its ability to present itself as the only authentic site of
video game production as marginal positions in the field successfully gain legitimacy. Video
game production, thus, is no longer aggressively formalized as a small handful of con-
sole manufacturers, and they no longer have the sole power to determine who is a legiti-
mate video game maker. But neither has the field returned to a period of informalization,
such as existed in the 1960s and 1970s. Instead, video game production has become what
I have theorized elsewhere as intensely in/formalized (Keogh, 2019). Once-clear distinctions
between commercial and non-commercial, professional and amateur, player and developer
have broken down. Crucially, the legacy of aggressive formalization, the period of time in
which large commercial studios and platform holders dominated the field and determined
the content-centric ways video games would be evaluated, persists in the values it instilled
in video game production and consumption discourses. In the late 2010s and early 2020s,
access to (but not necessarily ownership over) the means of production and distribution of
video game works has greatly outpaced public, industrial, government, and academic con-
ceptualizations of what can be considered legitimate and successful video game production.

Situating Triple-A Games

On the one hand, the empirical realities of video game production and play are much more
diverse today than 20 years ago. But on the other hand, due to their historical dominance
and legacy, the notion of triple-A continues to narrowly dominate how video games are
commonly imagined and talked about as the domain of massive companies making tech-
nologically advanced and realistic games. As one anecdotal example, take the following
much-shared tweet by Jeff Cannata on the release of The Last of Us: Part Two (Naughty
Dog, 2020):

In a medium where everything is John Wick, The Last of Us Part 2 is Schindler’s List.
And just like that film, there were times when I wasn’t sure I could keep going. It is
a relentless emotional assault that I suspect will force even the most jaded gamer to
feel empathy.

(Cannata, 2020)

Cannata’s point, of course, is that the emotional impact of The Last of Us: Part Two’s
story felt exceptional when most video games are more conventionally analogous to the
fast-paced action-packed absurdity of John Wick films (2014—present). But beyond the
absurdity of connecting a game about shooting zombies to a film about the Holocaust, it is
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telling that Cannata suggests that every other video game is John Wick. While some leeway
must of course be given for the necessary brevity of the Twitter platform, this is nonetheless
a striking example of how, as Pierre Bourdieu notes, the most dominant positions in a cul-
tural field defend their dominance by positioning all other positions as illegitimate (1983,
p- 317). “In a medium where everything is John Wick” is a self-fulfilling prophecy that both
laments the dominance of triple-A action titles while also reinforcing that dominance at the
same time.

Triple-A still dominates and shapes how video game production is talked about by play-
ers, journalists, developers, and policymakers, but in ways that increasingly don’t match the
visible experiences or outputs of the majority of the world’s video game developers. Indeed,
it never really did. Of the approximately 60 years during which video games have been
made, distributed, and played, triple-A companies and their manufactured gamer audiences
dominated discursively for approximately 20 years. Even in that time, video game histories
have shown they were more of a hegemonic minority that obscured many different creation
and play communities. As Jorgensen et al. (2017, p. 458) conclude following their own
historical analysis of the Nordic game industries, “the major industries [of the United States
and Japan]| supported by large home markets provide a very particular and somewhat lim-
ited perspective on the origins of the global game industry”.

Today, with the rise of casual games, indies games, hobbyist games, free-to-play games,
and so on, it’s increasingly crucial that video game researchers situate triple-A video game
production and its audiences as a discrepancy, both geographically and historically. The
aesthetic values and production processes of triple-A games cannot (if indeed they ever
could) be considered as the natural or commonsensical way in which video games are
created or evaluated. Considering them as such leads to lamenting a lack of diversity or
maturity in the video game form much in the way Cannata’s tweet does: by delegitimizing
and obscuring the diversity and maturity of the form that already exists beyond triple-A’s
dominance.

Adequately critiquing and situating triple-A games discursively will require more exten-
sive discursive and archival work than this short chapter can provide. But by situating
triple-A games within a broader history and geography of video game production that cri-
tiques, rather than accepts, commercial markers of success and quality for a cultural form,
triple-A can be contextualized as a dominant mode with particular aesthetics, values, and
audiences, and in turn, video game studies can better present the full breadth and variety of
video game production contexts, audience demographics, and aesthetic values.
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ART AND AESTHETICS

Grant Tavinor

The video game The Elder Scrolls V: Skyrim (Bethesda Game Studios, 2011) can be con-
sidered a beautiful representational artifact. The naturalism and rich detail of its environ-
ments, the evocative nature of its music, and the exploratory role of the player make playing
this game a frequently aesthetically rewarding experience. Video games such as Skyrim, and
also older games such as Space Invaders (Taito, 1978), raise a number of issues within the
discipline of aesthetics. Most obvious is the question of whether these games are works of
art. But in addition to this familiar question are less frequently investigated issues such as
the ontology of video game art, the precise role of the player in the artistic performance and
appreciation of games, and whether video games have distinctive modes of artistic expres-
sion. This chapter surveys some of the recent attempts to understand these issues.

Are Video Games an Art Form?

Many gamers and game designers themselves are invested in the issue of whether video
games are art, something given evidence by the heat in the many online discussions of this
question. What is infrequently noted in such exchanges, however, is that there is an exist-
ing academic concern with the issue and a body of theory that significantly clarifies what
is at stake in the debate. Numerous academics and theorists have considered the possibility
that computer games belong among the arts. Henry Jenkins considers video games as one
of the “lively arts”, a category introduced by the cultural critic Gilbert Seldes (Jenkins,
2005). Steven Poole thought at the beginning of the 2000s that games had the potential to
be art “even if they [were| not there yet” (2000, p. 29). More sustained argument that video
games are an art form has come from philosophers of the arts, theorists who are well-placed
to resolve this issue (Smuts, 2005; Lopes, 2009; Meskin & Robson, 2010; Tavinor, 2009,
2011; Gaut, 2010; Jurgensen, 2018).

There are three important points of clarification to be made at the outset of this discus-
sion. First is an ambiguity in the usage of the term art in the context of video games. It is
customary to refer to as “the art of a game” those formal aspects that embody the design
and artistic content and often in such a way that these aspects are contrasted with game
mechanics and gameplay. There have already been a number of published collections of this
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kind (Jenisch, 2009; Kelman, 2006). This customary usage of the term art is a complicat-
ing factor in the present context because the existence of video game art as a design aspect
needs to be reconciled with the potential that video games are themselves works of art.

Second, it should be noted that it is not necessary here to show that all games are art: it
could be that only a subset of video games are properly considered art. Consider film; it is rela-
tively clear that auteur films such as Citizen Kane (Orson Welles, 1941) and Vertigo (Alfred
Hitchcock, 1958) are art but that films such as holiday movies need not count as art works.
The same may be true for video games. However great Pac-Man (Namco, 1980) is as a video
game, it is not obvious that it is also art. Indeed, distinguishing between games that are prop-
erly called art and mere games is a part of what a theory of game art should attempt to achieve.

Third, it is necessary to distinguish the claim that there are video games that are works
of art from the claim that video games constitute an arf form. Consider the fact that though
Duchamp’s Fountain (1917) is an artwork, urinals themselves are not an art form in vir-
tue of this fact. Duchamp merely repurposed the urinal to create art. There are numerous
instances of artists employing the medium of video games to produce works of art in a
similar way. Julian Oliver’s Quilted Thought Experiment (1998) employs the game engines
of the first-person shooters Half-Life (Valve, 1998) and Quake (id Software, 1996) to allow
for experimental live music performances. As in the case of Fountain, it could be that even
though these uses of game media constitute works of art, the medium of video gaming itself
is not an art form in virtue of this. This implies that the important test cases for the status
of games as an art form are not “art games” or uses by artists of the medium of gaming for
artistic repurposing, but mainstream games such as Skyrim and Space Invaders.

There is evident resistance to the claim that such video games are art, a fact that is unsur-
prising if we consider the similar resistance that occurred when cinema was first proposed
for art status (Gaut, 2010, pp. 21-50). There are at least two negative arguments against
the claim that video games are art, which I refer to here as the “masterpiece argument”
and the “disqualification argument”. First, it can be claimed that video games have not
yet produced a compelling case of an artistic masterpiece. As film critic Roger Ebert notes,
“No one in or out of the field has ever been able to cite a game worthy of comparison with
the great poets, filmmakers, novelists and poets” (Ebert, 2010). It is tempting to dismiss
Ebert’s arguments because he is an outsider with a self-avowed lack of gaming knowledge,
but these facts are not relevant to assessing the formal qualities of his arguments. Indeed,
the masterpiece argument is credible because many of the games that are held up as cases
of artistic games come off very poorly if their artistic qualities are compared with the mas-
terpieces of established art forms. Red Dead Redemption 2 (Rockstar Games, 2018) is
frequently and justly held up as a high point of recent game art, but even in this game the
drama is a rather derivative and often ham-fisted approximation of the Western genre; if
it were to be treated as a film, it is firmly B grade. It is an unexceptionable statement that
the narrative, characterization, acting, and writing found in video games are often of poor
quality. Moreover, it is difficult to find a single instance where these aspects reach the
heights of refinement they do in the confirmed arts.

Presumably the argument here is that if a medium has not produced a work to stand
alongside the masterpieces of uncontested artistic forms, then that medium is incapable of
producing art. But this argument is not conclusive because it is not clear that video gaming
needs to have produced a masterpiece to count as art; there are art forms without master-
pieces, for example, “minor arts” such as food (Telfer, 1996) and art forms in early stages
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of development. Though the presence of an artistic masterpiece in a medium may be a suf-
ficient condition for that medium to be art, it is not a necessary condition because there may
be contingent reasons for why a given art form has not yet produced a masterpiece. There
is also a further worry here: the comparison of video games with the masterpieces found in
other art forms may simply be unfair to video games. Do we even know what a game mas-
terpiece looks like? Perhaps it is unfair to judge Red Dead Redemption as we would a film
because it is, after all, a video game with quite different artistic aims and means. I return to
this issue shortly.

The second argument against video games being counted as art is that they may have
features not seen in the genuine arts, features that disqualify games from being art: specifi-
cally, video games have rules and are competitive, and they are interactive. Again, Ebert
(2010) provides an example of this argument when he notes that “One obvious difference
between art and games is that you can win a game. It has rules, points, objectives, and an
outcome”, and that genuine arts such as theatre, film, and literature, “are things you cannot
win; you can only experience them”. Furthermore, “video games by their nature require
player choices, which is the opposite of the strategy of serious film and literature, which
requires authorial control” (Ebert, 2005). Hence, disqualifying video games from the status
of art are the facts that video games involve first, competition, and second, audience choice,
as neither of these things is seen in genuine art forms such as literature or cinema.

As it stands, these are little more than assertions. Furthermore, it might be pointed out
that there are interactive artworks besides video games. Dominic Mclver Lopes discusses
several such cases in his theory of computer art (2009). For example, Scott Snibbe’s Bound-
ary Functions (1998) is an interactive work that employs a camera and computer to detect
the presence of interactors on a stage, projecting Voronoi tessellations that encircle them
(Lopes, 2009, p. 25). And yet this response is perhaps not decisive. It is not sufficient to
point out previous cases of putatively interactive art because the opponent of video game
art could also simply deny that these interactive works are properly called art. Also, even if
these cases of interactive art are beyond dispute, it is still difficult to find accepted cases of
art that instantiate rules and competitive behavior within the work (Tavinor, 2009, p. 192).

While it is true that interaction and competition are not characteristic of most traditional
art — and these qualities are more commonly associated with the categories of games and
sport — it is one thing to claim that the previous art has not typically included some feature
and another thing to demonstrate that future art cannot have that feature. A further argu-
ment is needed to justify the claim that these qualities disqualify an artifact from being art.

Moving beyond these negative arguments, what positive reason is there to think that
video games are or can be art? There is at least one argument that is not decisive in favor
of video games being considered art. As noted at the beginning of this chapter, video games
clearly have art design, and there are artists involved in their construction. It might be
thought that these are prima facie reasons to think that video games are artworks. How-
ever, I have argued elsewhere that not everything with evidence of art design is properly
called art, with television shows, greeting cards, and magazine advertisements being exam-
ples (Tavinor, 2009, p. 173). It could be that the art design evident in games plays the
superficial function of providing an aesthetically pleasing presentation of the game without
that game subsequently being a work of art.

The claim that video games are art can be backed up by invoking a definition of art
(Smuts, 2005). To assess the art status of video games, the natural approach would be to
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attempt to identify in video games the qualities that are held to be the defining qualities of
art. Two difficulties here are that definitions of art are themselves contentious with a num-
ber of current candidates (Davies, 1991) and also that the art status of games might differ
depending on the definition we choose to employ.

These problems can be somewhat avoided by employing a “cluster theory” (Gaut, 2000)
or “disjunctive definition” of art (Dutton, 2009). Though they are importantly different,
these approaches to characterizing art are similar in that they claim that there is no one
essential property to art, rather art is characterized by a cluster concept or disjunctive list of
qualities. Typically included as characteristic of art are aesthetic properties, the display of a
high degree of skill or creativity, the application of criticism, emotional expressivity, formal
complexity, imaginative experience, individual point of view or style, and the presentation
of intellectually challenging or meaningful ideas. An object is a work of art if it has enough
of these attributes; importantly, artworks can lack individual properties if they instantiate
enough of the core to be recognizable as art.

There are many video games in which most of these features can be found. This seems
most obvious in the so-called “art games” such as Jason Rohrer’s Passage (2007) and the
works of Julian Oliver. But also, the trend in mainstream video games has been toward
games that encompass more and more of this characteristic artistic territory. So, returning to
Skyrim, we see obvious aesthetic properties: a representational artifact that gives evidence of
being constructed with great skill, creativity, and style; a work that is subject to criticism and
that is emotionally expressive; and an artifact that has a high degree of formal complexity
(think especially of the narrative or spatial complexity of the game). Skyrim is not especially
intellectually challenging, but as noted, under a disjunctive definition, the lack of one of the
criteria is not decisive; furthermore, the lack of intellectual challenge is characteristic of the
“mass arts”, a form of art theorized by the philosopher Noél Carroll, of which video games
seem an obvious candidate (Carroll, 1998). Hence, because Skyrim is an artifact that exem-
plifies so many of the characteristics of art, it may be unfair to deny the game the appellation.

And yet, under this approach, not all video games will count as works of art (Tavinor,
2009, p. 191). Space Invaders, even though it is one of the greatest of all video games, may
not count as a work of art because it has a very partial overlap with the qualities found in
the disjunctive definition of art. However, that there are video games that are not works of
art does not mean that video gaming is not an art form because, similarly, there are paint-
ings and films that are not art even though cinema and painting constitute art forms.

What Kind of Art Form Are Video Games?

More recent work has questioned this approach to the issue. If we want to understand what
is artistic about games, and as it is sometimes now discussed, comparing games with other
forms of art is inevitably either going to show video games in a poor light, or fail to grasp
their artistic uniqueness. Arguing against this “comparative approach”, Zach Jurgensen
notes the following:

While this strategy can be convincing, it does a disservice to the videogaming medium
itself by inviting people to consider videogames works of art despite their game-hood;
yet what makes studying videogames as works of art worthwhile is grounded partly
in our understanding of them as games.

(2018, p. 60)
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As such, video games must be addressed on their own artistic terms. This change in focus
naturally leads to the question of their distinct artistic and aesthetic qualities and achieve-
ments. Jurgensen himself draws on the work of Jesper Juul (2013) to argue that failure is
often key to understanding the aesthetics of games (2018, pp. 68-71). Jon Robson consid-
ers video game aesthetics in terms of certain kinds of performance, including that found in
sporting games (2018). Aderemi Artis analyzes the role of extreme difficulty in video game
aesthetics (2021). Thus, a recent change of focus in the aesthetics of video games comes
from the question of whether video games are art at all, to the questions of what kind of art
form they are and of their unique artistic and aesthetic virtues.

Several philosophers of the arts have argued that it is the inclusion of interactivity that sets
video games apart from other graphical, narrative, or cinematic art forms (Lopes, 2009; Gaut,
2010; Tavinor, 2009, 2011). Lopes argues that video games are at the popular end of the spec-
trum of “computer art”, a form of art he thinks is partially characterized by its interactivity
(2009). Berys Gaut considers video games as a form of “digital interactive cinema” (2010).
I have made a similar claim in arguing that mainstream video games are a form of “interactive
mass art”, drawing together the theoretical understanding of philosophers such as Lopes and
Carroll with a careful analysis of video game technology and practice (Tavinor, 2011).

Within games studies and technology writing there has been some skepticism about the
usefulness or coherence of the concept of interactivity (Manovich, 2001; Aarseth, 1997). In
an earlier paper on the topic, Lopes, though noting that the term frequently is just a “buzz-
word”, defines interactivity in an artistic context as being where the user makes decisions
that impact on the artistic structure of the work as it is displayed (2001). Refining this
definition, Gaut points out that because some performance arts authorize the performer to
change the work in the process of interpreting the work, without the work thereby becom-
ing interactive, that interactive works are those where the “audience” specifically has a
shaping role (Gaut, 2010, p. 143). Hence an interactive artwork is one in which the audi-
ence makes decisions that affect the artistic structure of the work’s display.

Video games are a clear case of such interactivity. Interactivity is certainly not unique
to video games because it is shared by works of interactive computer and video art (Lopes,
2009). But because of the impact of player choice on the ontology of video games as an
art form, interactivity is a central concept in understanding the distinctive modes of artistic
creation, expression, performance, and interpretation that attend their art. The remainder
of this chapter explores how the role of interactivity in the ontology of video games affects
the resulting art.

An ontological theory concerns the mode of existence of an object or kind of object, and
with art, ontological theories are crucial to explaining how differing works of art are pro-
duced and appreciated, and the nature of their expressive properties (Thomasson, 2004).
A number of observations can be made about the ontology of video games as art. Many
artworks comprise a singular object, such as where Michelangelo’s David is identical with
a particular lump of marble that can be found in Florence. A multiple instance artwork,
however, may be instantiated in a number of spatially and temporally distinct artifacts, such
as the film Star Wars (George Lucas, 1977), which can be screened any number of times
at different sites. Though the existence of singular video games is not a conceptual impos-
sibility, it is clear that the vast majority of video games have a multiple instance ontology
because they exist in multiple spatial and temporal instances.

Multiple instance works are typically reproduced for appreciation, though the exact
means through which a work is reproduced varies between media. Multiple instance works
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are usefully characterized by the logical “type/token” distinction so that the film Star Wars
is a work type that can be instantiated by many work zokens, which comprise individual
screenings of the work. Where a film is reproduced by a screening, a video game is repro-
duced through its various playings, which are dual acts of performance and interpretation
(Gaut, 2010, pp. 145-146). Thus, the ontology of a video game such as Skyrim is of a work
type with a number of tokens in the form of different playings. It is because video game
works are instantiated through this audience participation that they are fruitfully consid-
ered as interactive works.

Because multiple-instance ontology is a further definitional feature of Carroll’s charac-
terization of “mass art”, and because it typically gravitates toward accessible art, main-
stream video games such as Skyrim are likely to count amongst the mass arts (Carroll,
1998, p. 196; Tavinor, 2011). But despite this ontological similarity, the interactivity of
video games means that they differ from the other mass arts in the degree of variation
among their tokens. In a film such as Star Wars, one can expect the action to unfold in a set
order and pace: Luke will discover the charred corpses of Uncle Owen and Aunt Beru, leave
the planet of Tatooine, and eventually destroy the Death Star in his X-wing fighter. But in
different playings of Skyrim, one cannot have clear expectations about the content and its
order of presentation. So, for example, in the main quest of the game, the player learns that
the leader of the mysterious Greybeards is in fact a dragon named Paarthurnax. Because in
his past life the dragon was responsible for the killing of the defenders of the line of kings,
the Blades, the player is given the choice by the Blades to either kill Paarthurnax or forgo
their aid. This plot event, and its outcome, is a variable occurrence within the game. Hence,
the various tokens of Skyrim differ in terms of their representational content, and these
differences are attributable to the decisions the player makes and to the representational
variables determined by the game algorithm.

A video game token is an individual playing, but what kind of thing is a video game
type? With film, the work type is composed of an abstract audio-visual structure that via
templates such as film reels and digital files can be reproduced on different occasions (Car-
roll, 1998, p. 218). But video games do not have such reproducible templates because of the
variation in their instances (even if their programs are usually distributed via templates such
as downloadable files). The work type of Skyrim is not a template from which a screening
of this work is reproduced but a computational structure that is capable of producing any
number of displays of the work when it is interacted with. Specifically, the work type with
video games is composed of a game algorithm as interpreted through a collection of artistic
assets, and it is this object that produces the game token or display via the interaction of the
player (see also Tavinor, Chapter 67, this volume).

This definition of the work type in video games acknowledges the customary distinction
between game mechanics and art design referred to at the beginning of this chapter but
holds that both aspects are necessary for video game ontology. Furthermore, here we have
the means of relating the art design evident in video games with their status as artworks: the
style, creativity, representational content, imaginative experience, and aesthetic qualities
largely attributable to the artistic assets of video games, and that the extent of these features
matches that seen in uncontested art forms, are the reasons why such games now fit within
the cluster theory and/or the disjunctive definition of art.

The interactive ontology of video game art has an impact on the artistic interpreta-
tion of games. Returning to the dilemma involving the dragon Paarthurnax, we can recall
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that in this episode, the game provokes the player with the choice of letting the dragon
live and forgoing the aid of the Blades, or of killing the venerable dragon to further the
player-character’s own goals. Paarthurnax, as the player discovers, loves to talk, and one
of the frequent topics of his conversations is the mastery of one’s power. In an ethical turn,
he asks the player: “What is better: to be born good, or to overcome your evil nature
through great effort?” Paarthurnax has taken on peaceful ways through a battle with his
own dragon nature, and through his model of action, something is suggested about the
player-character’s proper response and the mastery of their own increasing power in the
game world. The eventual meaning of this episode depends on the player’s actions when
faced with this dilemma; reflecting on the dragon’s words might lead one to a different
course of action than where one plays the game insensitively. In the former case, it becomes
a sensible prospect to interpret the eventual actions of the player-character in a richer and
more satisfying way.

Other mainstream video games, such as Mass Effect (Bioware, 2007), Grand Theft Auto
IV (Rockstar North, 2008), and Red Dead Redemption 2, have employed this player-
oriented interpretation to good effect, and it is a large part of their virtue as art that they
are able to connect to the player in this way. But one could not understand the meaning
and virtues of such works without placing them within something like the art-theoretical
framework that I have developed here to see that in interactive artworks, the player’s per-
formative role partly constitutes the work’s instances. This is just one way in which the
investigation of video games as a form of interactive art is likely to be of great interest.
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AUGMENTED, MIXED,
AND VIRTUAL REALITY

Lei Chen

Co-originated from “the Sword of Damocles” — Ivan Sutherland’s 1968 invention of the
world’s first head-mounted 3D display — and conceptualized in 1987, 1992, and 1995,
respectively (Billinghurst et al., 2015), virtual, augmented, and mixed reality (VR/AR/
MR) technologies have made exciting progress in recent years. They all involve placing
computer-generated virtual objects into the observer’s perceived surroundings and allowing
the observer to interact with them naturally, resulting in a hyper-real experience. Thus, they
are often referred to together. Recently, the term “extended reality” (XR) has been adopted
as an umbrella term to package them (Coltekin et al., 2020). Since video games rely on
human—computer interaction, these XR technologies have opened up new possibilities for
gaming, which can be best exemplified in three new genres: VR, AR, and MR gaming. In
comparison to ten years ago, today’s XR games not only offer better visual quality, immer-
sion, and presence, but also introduce a slew of new gameplay options.

Virtual Reality and Gaming

Virtual reality (VR) refers to a computer-generated virtual environment that gives the
observer an intuitive feeling of immersion and presence in a 3D world. Such simulation
not only appears to be real, but also responds to the user’s actions realistically. The degree
of its realism depends on the information capture capability of its input devices (e.g., the
accuracy of the head/body tracker), the information processing capability of its software,
and the information presentation capability of its output devices (e.g., the screen’s resolu-
tion and refresh rate). For example, when a user looks around in a fully immersive VR
system (which requires a head-mounted display with head tracking sensors), the VR system
smoothly refreshes the vision it presents to the user’s eye based on the user’s head loca-
tion and orientation. Although most consumer-level VR systems only provide audiovisual
simulation (via display devices such as head-mounted displays), VR-related devices that can
imitate the human sensation of touch (via tactile sensors such as feedback gloves), smell
(via olfactory output such as scent emitters), and free movement (via motion platforms such
as omnidirectional treadmills) have already been developed, and some have been widely
commercialized.
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The capacity of virtual reality to transfer players into another environment makes it ideal
for video games. Commercial VR games were first implemented on arcades, represented by
the first-person shooting game Dactyl Nightmare (W Industries, 1991). To experience it,
players need to enter a special machine called Virtuality CS-1000, don a head system, wear
a belt that monitors body movement, and hold a joystick with two buttons. However, the
early VR fever was just a flash in the pan. Subject to the hardware and software perfor-
mance at that time, the early games not only failed to achieve a good immersion experience
because of the low picture quality, they could also generate motion sickness because of a lag
between feedback and the user’s action. This leads to VR games being usually designed to
be relatively simple and short. In turn, it further weakened the depth and fun of VR games,
not to mention that VR equipment at the time was expensive and inconvenient to use. Both
arcade and PC-based VR games were unable to compete with the real rising star at that
time, PC-based 3D graphics games.

In recent years, benefiting from a new wave of technological innovation and commer-
cialization, relatively well-developed VR devices have emerged and are available at afford-
able prices, such as the Oculus Rift, launched by Facebook in 2016.

Later VR headsets, such as the Oculus Quest 2 (now dubbed Meta Quest 2), introduced
in 2020, feature cameras, CPUs, and other components all built into the headset, allow-
ing the user to enter the VR world without having to install additional tracking devices or
connect the headset to a computer. The commercial success of these new VR devices has
fostered a large number of VR users and enticed numerous game developers to create a
plethora of VR games. The VR community finally has works that rival traditional games
in terms of sales and word-of-mouth. The first globally popular VR game, Beat Saber (Beat
Games, 2018), and the first 3A VR game, Half-Life: Alyx (Valve, 2020), are the most rep-
resentative works at present. In terms of multiplayer VR games, VRChat (VRChat, 2017)
is one of the most impressive. It’s a massively multiplayer online game in which gamers can
make pseudo physical contact and communication with others in their custom avatar. It
also allows users to create their own virtual world and play in it. For example, users can
help the detective trace the culprit in Murder 4, break the prison in Prison Escape!, or sim-
ply chat with others in Great Pug.

Unlike its early versions in the 1990s, today’s VR games not only offer higher image
quality but also have a lot more variety, depth, and pleasure. Many VR games have created
distinct game mechanics rather than being stereoscopic adaptations of traditional games.
These new gaming mechanisms are built on VR’s unique affordances, which are difficult to
replicate in traditional games. Beat Saber, for example, uses natural movements to let users
interact with objects in virtual reality. The game allows players to use virtual lightsabers to
cut approaching blocks to the beat of the music, giving them both aesthetic and physical
pleasure. Half-Life: Alyx offers a realistic ammunition reload method. Rather than reload
the ammunition with a single click as in traditional shooters, before frantically pressing
the fire button, gamers in Half-Life: Alyx must make a steady hand and arm movement,
such as dropping the clip, reaching behind their back to grab a fresh clip, inserting the
fresh magazine into the handle, and pulling slides to chamber a round before shooting
again. This makes the game feel more genuine and exciting, especially when the player finds
they have run out of bullets and need to reload while the adversary is close by. Although
early Wii Remote and PlayStation Move games can achieve natural interaction with virtual
objects (such as throwing Frisbees and swinging swords) by using peripherals such as the
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move motion controller, these games cannot enable a VR level of interaction because virtual
objects in them are “compressed” on a fixed screen away from the user, rather than being
presented in real-life scale around the player’s reach.

VR affordances, such as the capacity to present virtual things in 3D space and liberate
individuals from their computers and seats, not only offer a new level of gaming fun but
also provide the public with new ways to enhance health and promote education. Numer-
ous studies have found that virtual reality games can help people improve their balance
(Park et al., 2015), master a musical instrument more quickly (Rutkowski et al., 2021),
and improve the effectiveness of foreign language vocabulary acquisition (Alfadil, 2020),
among other things. VR entertainment, including VR games, also received overwhelm-
ingly positive evaluations from users during the lockdown in COVID times (Siani &
Marley, 2021).

However, virtual reality games have also been critiqued, particularly in terms of addic-
tion, violence, and safety. While these issues already exist in traditional games, they might
be made worse by VR’s enhanced sensory simulation capabilities. For example, misbehav-
iors like sexual harassment appear more real in VR games and, therefore, may be more
traumatic for victims than in traditional games. Several incidences of “virtual groping”
(Belamire, 2016) and “virtual rape” (Patel, 2021) by male avatars against females have
been reported. Another challenge relates to the safety of children. Experts are concerned
that predators will follow as children flock to digital platforms like Meta’s Horizon Worlds
(Oremus, 2022).

In addition, the current VR games are also far from perfect in terms of technology. The
performance of VR devices needs to be greatly increased in order to achieve a completely
realistic visual experience. According to Zhan et al. (2020), to eliminate the perception
of pixels, VR headset displays must have a monocular resolution greater than 6K. Some
commercial products like the Pimax Vision 8K can achieve 4K monocular resolution, but
their price is daunting. Even if affordable 6K displays did exist, the large volume of data
generated at 6K resolution would pose new challenges to the VR system’s data transmission
and processing capabilities. Furthermore, since VR games shut off the user’s perception of
the real world, it is unsafe for them to enable large-scale physical movement. Thus, players
can’t walk for real within the game environment and instead must navigate via joystick.
This not only limits the ability of VR to simulate real physical motion but also brings
motion sickness when players’ eyes feel they are moving, but their body is static. One way
to address motion sickness is to limit movement through a scene. For example, Half-Life
Alyx adopts clever tricks such as teleporting and force pulling to allow players to reach
a target location or get a target object without navigating; but this could limit the game
design. Omnidirectional treadmills may be another possible solution, but their prices are
still prohibitive.

Augmented Reality and Gaming

Unlike VR, the goal of augmented reality (AR) is to enhance, rather than replace, the world
we live in. Users are not isolated from the real world with an AR system; instead, they can
view the real world around them with digital items superimposed onto it. The perfect AR
system allows virtual things to blend seamlessly into the real physical environment, giving
the impression that they are physically present in your surroundings.
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This combination of realities makes AR very different from VR in terms of the tech-
nology required. For example, in order to accurately register virtual objects in a realistic
context, many AR devices are equipped with front-facing cameras to capture and digitize
real-world scenes, which is not necessary for VR systems (Billinghurst et al., 2015). Besides,
since there is no need to shield the real world in AR, head-mounted displays are often not
necessary. Even if a headset is equipped, it will pass the image captured by the front camera
to the user, thereby distinguishing itself from its VR counterpart.

In most cases, it is the handheld display, such as smartphones and tablets, not headsets,
that provides the AR experience. The camera on these devices is hidden behind the display,
so the thing the camera is pointing at and the image of that object on the screen roughly
coincide in real space. As a result, the virtual objects that are superimposed on the screen
appear to be merged into the player’s real-world environment. Since these games can be
played without the need for additional equipment, they have become the most popular
form of XR games, despite the fact that the virtual objects in these games are not as lifelike
as those seen in headsets. Thus, it’s not surprising that the first commercially available AR
game, Mozzies (Siemens, 2003), was cell phone-based and released during the rise of cell
phone cameras. Players had to move their phones to target and “shoot” insects that were
superimposed on the camera’s live video stream. Another example is AR Tennis (2005),
which was the first face-to-face cooperative AR game on a mobile phone (Arth et al., 2015).

In the 2010s, the proliferation of faster mobile Internet (4G) and more advanced cell
phones (smartphones with capacitive touchscreens) unlocked a new kind of AR game:
location-based AR games. The best example of this gaming genre is Pokémon GO (Nian-
tic, 2016), an adventure pet game. The game provides a real-world based map that displays
the player’s and surrounding Pokémons’ locations in real-time. With the use of their phone
screen, players can view and capture these Pokémons. The popularity of AR games was fur-
ther raised by the release of ARKit, Apple’s AR development platform in 2017, as it made
the creation of AR games much easier. Today, smartphone AR gamers can easily direct vir-
tual trains on virtual mountain roads situated in their living room or watch a giant virtual
dinosaur move around their communities.

The popularity of handheld AR games has brought many benefits. Some of them, such
as Pokémon GO, have been shown to improve players’ attention spans, facilitate social
interactions, and increase their propensity to get out and about (Kim et al., 2018). Many
non-commercial serious handheld AR games have also been designed to better educate or
train specific demographics, such as improving the live museum experience for museum
visitors (Paliokas et al., 2020) and encouraging elderly stroke patients to participate in reg-
ular rehabilitation exercises (LaPiana et al., 2020). However, there are certain drawbacks.
Examples include traffic accidents and falls from clifftops caused by distractions while play-
ing AR games outdoors, as well as forays into private property backyards in order to collect
game materials offered in non-public areas. Another AR system is based on head-mounted
displays, ranging in size from a heavy helmet to lightweight glasses, such as Google Glass.
These systems have the potential to provide a new gaming experience by freeing up gam-
ers’ hands and superimposing virtual items onto gamers’ environments rather than only on
their phone screen. For instance, with Google Glass, players can shift their heads to keep a
precarious pile of shapes from toppling over or move their hands in front of the Glass cam-
era to slice and dice shapes (Google Developers, 2020). However, some constraints have
prevented them from replacing handheld AR games. For example, Google Glass is light-
weight, but its sub-optimal power draw and heat dissipation (LiKamWa et al., 2014) makes
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it impossible for users to use it outdoors for long periods of time, let alone play games. The
discontinuation of the Google Glass project in 2015 also made game development based on
the project impossible.

At present, Microsoft’s HoloLens is the leader in the field of head-mounted AR displays.
The augmented area it provides is not confined to a phone screen size space but may be
dispersed anywhere in the world. For example, when playing Fragments (Asobo Studio,
2016), a HoloLens AR game, HoloLens will first scan the player’s real environment, then
intelligently add virtual things to it, such as hanging decorations on the wall and laying car-
pets on the floor, to reconstruct the scene in the game. As a detective, players need to move
around in this mixed environment, check out, pick up, and examine virtual items that may
be helpful to get closer to the truth. They can also engage with life-sized, three-dimensional
virtual characters in a way that handheld AR games do not allow.

However, since HoloLens is not a consumer device, highly immersive AR games like
Fragments are still not widely available, resulting in the public’s experience of MR games
remaining largely limited to mini handheld AR games. While it’s common to see VR games
over 1 GB in size, many AR games are under 10 MB. Pokémon GO (about 200 MB), the
most popular AR game, is far smaller than the VR game Half-Life: Alyx (about 70 GB).
Thus, it is currently difficult to get a much longer and more fulfilling experience in AR
games. Perhaps AR games won’t truly take off until more advanced VR head-mounted dis-
plays (that can compress a day-long battery, 5G, computer, cameras, lidar, projectors, and
waveguide lenses into a lightweight, attractive pair of glasses) enter the consumer market
(Martin, 2021).

Mixed Reality and Gaming

Mixed reality (MR), like AR, is a term that refers to the combination of virtual and real-
world experiences. However, there is no agreement as to what MR is or how it relates to AR.
Generally speaking, MR is understood in three ways: as a synonym for AR, as a continuum
between real and virtual environments of which AR is a subset (Milgram et al., 1995), and
as a more advanced form of AR in which users can have a more immersive sensory experi-
ence and interact with virtual objects in a more natural way, typically through HMDs.

The current popularity of the term MR is due in part to Microsoft’s marketing of its own
headset, HoloLens. By using a different concept-MR, HoloLens highlights not only its dif-
ference from VR, which is experienced through an occluded headset, but also its difference
from regular AR, which is experienced through a handheld device. HoloLens games, like
Fragment and RoboRaid (Microsoft Corporation, 2016), do reflect these differences. In
RoboRaid, players attack and dodge aliens that appear in the real world from all directions.
Virtual cannonballs hitting physical walls can create a wall-piercing effect, and players can
see the aliens crawl out from the holes in the wall.

MR games have not yet achieved the same level of popularity as VR and AR games. This
is mainly because HoloLens is not a consumer entertainment product but is positioned to
support the industrial sector, and even the basic version of HoloLens is priced at $3,500
US, much higher than Meta Quest 2, which is priced at $299 US, not to mention the hand-
held display without the need to purchase additional equipment. But the cost of playing
MR games may be reduced to an acceptable level, as VR devices, such as Meta Quest 2,
have already begun to support MR. MR game demos suitable for these devices are also
emerging. One example is the AR version of a first-person shooter Cactus Cowboy (Cactus
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VR Studios, 2021). However, if MR or HMD-based advanced AR games are to go mobile,
they must overcome a number of challenges, such as how to create a display with powerful
performance in a socially acceptable form factor. It’s worth noting that there’s also a defini-
tion of MR that refers to any game that connects virtual and real worlds, where the virtual
component doesn’t have to be conveyed through a real-world visual item. The MR mobile
game zombie run (Six to Start & Naomi Alderman, 2012), for instance, uses audio simu-
lation to provide the impression that the player is being chased by zombies, despite the
fact that the user does not see any “zombies” during their run. Although this game is also
known as a mixed reality game, it has nothing to do with computer graphics.

Another MR concept related to gaming is MR video, which combines the player’s physi-
cal body into the virtual game world that the player is experiencing. The popularity of the
VR game Beat Saber is partly due to the fact that it allows players to record MR videos and
let others see how they wield a lightsaber scene in a virtual setting.

Brain—-Computer Interface and VR/AR/MR Gaming

Another technology that may change the VR, AR, and MR games is brain—computer inter-
face (BCI). Active BCIs allow users to explicitly issue commands to devices directly with
nerve signals, and passive BCIs can adapt the interface according to the user’s state it moni-
tors. Currently, it is already possible to control objects using only one’s brain in VR/AR/
MR games through BCI devices like NextMind (Pietroszek et al., 2021). However, due in
part to the limited number of reliable commands that can currently be issued via BCI per
unit of time, simple or slow-moving games (e.g., adventure and simulation games) appear
to be better candidates for designing effective VR games enriched by BCI technology than
complex or fast-moving games (e.g., action and sports games) (Cattan et al., 2020). Future
BClIs may be able to bypass our “meat-peripherals” such as eyes and ears and present simu-
lated perception directly to our brain, which will undoubtedly upgrade VR/AR/MR gaming
experience.
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COLOR

Simon Niedenthal

Color has formed the visual substrate of video gaming since the 1970s. As with film, the
significance of color in the medium can be traced through the history of technology and
design practices and has consequences for game aesthetics, player emotion, and embodi-
ment. Early monochromatic home systems such as the Magnavox Odyssey (1972) featured
plastic overlays that added color to games (Winter, 2010), extending the visual experience
of gaming in a manner analogous to the hand tinting of early cinema pioneers such as Méliés
(Yumibe, 2012). Nintendo introduced its “Color TV” home gaming systems in Japan in
1977 (Plunkett, 2011b), and arcade technologies enabled color output to raster-based and
vector-based displays several years before games such as Pac-Man (Namco, 1980) and Tem-
pest (Atari, 1980) were released. In the first few years of the history of the medium, video
game designers quickly gained a limited, discontinuous palette of colors that expanded and
became more nuanced over time. The 8-bit sprite-based games of the late 1970s and early
1980s articulate a basic vocabulary of color for interactive play that laid the foundation
for later 16-bit and 3-D games, in which color serves both functional and evocative aims.

Analysis of the uses of color in the history of video games begins with traditional color
theory. The color contrasts of Johannes Itten (1970), developed at the Bauhaus in the
1920s, provide useful categories, though Itten’s color theory emerges from the static fields
of painting. The expression of color in games, however, is rooted in the designer’s creative
struggle with a specific gaming platform and is realized ultimately in the dynamic experi-
ence of play. Unlike the common practice in traditional color theory, in which object and
light color are considered separately (Hardin, 1988), any discussion of color in video games
needs to acknowledge the unique synthesis of light and color that is implicit in computer
graphics, as well as the linkage between game color and gameplay emotion. Monochro-
matic or achromatic games, such as Limbo (Playdead, 2011), instill melancholy qualities
of mood, space, and depth by sapping color from the world. At the other extreme, games
such as Rez (United Game Artists, 2001) demonstrate the potential of video games to fuse
color effects with gameplay emotion as a means of achieving a state of “voluptuous panic”
(Caillois, 2006, p. 138).

We receive color from games as we receive all color: light enters the eye as a spectrum
of hues, differentiated by wavelength, and is absorbed by the retina. In addition to directly
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experiencing color, we also communicate its qualities. Many of the color organizing systems
that we use to select, manipulate, and understand color reflect the way in which we describe
color to one another. The Munsell system, for example, breaks color into the components
of hue (base color and position on the color wheel), value (relative brightness or darkness),
and chroma (or saturation, the amount of neutral gray value mixed into the color). The way
in which color is specified in video games and computer graphics, however, is not perceptu-
ally organized in this manner: colors exist as numerical red, green, and blue (RGB) values
that lend themselves to computation and are ultimately displayed within the additive color
space of screen light, in which the RGB primaries mix to form white. The nuances of color
in computer graphics are dependent upon the internal memory allocated to determine the
color of each pixel. “Color depth” describes the number of individual colors that a file for-
mat can express: 8-bit color is capable of defining 256 discrete colors, 16-bit renders 65,535
colors, and 24-bit more than 16 million (Stone, 2001).

The designers of the first video games made the most of color limitations, and the best of
the early 8-bit games possess a jewel-like beauty. The environments of Sabre Wulf (Ashby
Computers and Graphics, Ltd, 1984), a game for the Sinclair ZX Spectrum, glow like
stained glass, and the effects of color purity are enhanced by contrast with the black back-
ground. Sprite-based games, in which individual game elements are animated against a
background, often display significant contrast between figure and ground, a feature of the
process by which the image is drawn on the screen. Indeed, it is fair to claim that there is a
lot of black in early games, and not just those set in outer space.

Working individually or in small groups, game programmers in the 1980s quickly devel-
oped a basic vocabulary of color for interaction, wrestling with the refractory materials of
early game systems. Consider the Tetris (Pazhitnov, 1984) tetromino: depending upon the
platform, the J-shaped puzzle piece was successively colored white, magenta, blue-violet,
yellow, or orange, before finally being standardized as blue. The J tetromino has no mean-
ingful real-world referent, and the choice of color for the puzzle piece is arbitrary — the only
important thing is to differentiate it from other tetrominoes so that it can be rapidly rotated
into position as it falls. This is one of the most basic forms of color design for games: using
color to identify and differentiate elements within the game scene and interface and to direct
the eye appropriately.

A similarly fundamental use of color works in a temporal manner, establishing memora-
ble game environments and creating variation in the experience of navigating virtual space
over time. Knight Lore (Ashby Computers and Graphics, Ltd, 1984) was also designed for
the Sinclair ZX Spectrum, a fairly crude machine that tended to have difficulties with color
bleeding of superimposed hues (Collins, 1998). In Knight Lore, notable for its rendering of
orthographic 3-D space, each of the more than 100 rooms of the game are defined with a
single color - yellow, green, blue, or magenta — including the player’s avatar, which changes
color to match the room. Every scene change invokes a color change, providing a very basic
source of visual variation and relief.

Other essential functions of color developed in early games to support player activity,
either by indicating affordances for future actions, or else providing feedback for completed
player moves. Hue in some versions of Pac-Man, for example, is used to indicate edible
affordances for the protagonist; perhaps the fullest later development of this strategy is in
Mirror’s Edge (EA Digital Illusions CE AB, 2008), in which red in the otherwise neutral
environment cues the player to platforming and way-finding affordances. Finally, color can
be used to acknowledge that the player has taken an action and that the game state has
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changed. In Miner 2049er (Big Five Software, 1983), for example, zones of color are filled
in beneath the avatar as the player progresses through each screen. Color feedback can
also take the form of reward: completing a level or setting a high score in the vector-based
arcade game Tempest is accompanied by a burst of colorful fireworks.

Increases in computing power and new gaming platforms extended and enriched the
color palettes of video games through the 1990s. These developments granted game design-
ers a number of intermediate hues, values, and degrees of saturation, allowing for more
nuanced color choices and the option to create game worlds with greater verisimilitude.
One of the most basic color design decisions is choosing the colors of the limited palette
that will be used, and we can consider Itten’s basic color contrasts as dimensions for cat-
egorizing the color palettes of entire games or sections of games. The human visual system
responds most vigorously to changes in the visual field, rather than to stasis and homogene-
ity (Hardin, 1988), and, accordingly, Itten proposed seven color contrasts: hue, light—dark,
cold-warm, complementary, simultaneous, saturation, and extension (Itten, 1970). We
can, for instance, make general statements about games that contain relatively saturated
(Jetset Radio Future by Smilebit, 2002) vs. desaturated (Shadow of the Colossus by Sony
Computer Entertainment, 2005) color palettes. Predominantly warm (Journey by that-
gamecompany, 2012) vs. cool (Gears of War by Epic Games Inc., 2006), light (Echochrome
by Will, 2008) vs. dark (Fatal Frame II: Crimson Butterfly by Tecmo Ltd, 2003); these are
further dimensions that we can employ to distinguish the use of color in games. Achromatic
games composed of light—dark tonal variation, such as Limbo, rely upon grayscale changes
to communicate space, depth, and player focus and draw upon the emotional power of a
muted world.

Itten’s categories allow us to begin to identify the aesthetic color choices made by game
designers. There are several different tools that are useful in the analysis of color palettes
in games. Swatches generated by sampling the colors of game scenes provide one method
of drawing broad comparisons between games, helping to identify patterns and initiating
discussions about the uses of color. One article on game color reduces the color design of
specific games to a single Pantone chip (Plunkett, 2011a), a strategy that forces reflection on
the significance and memorability of individual colors within games. A more precise method
of comparing color is to generate histograms within game worlds. Canossa explores color
palette choices in a level of Hitman: Blood Money (IO Interactive, 2006) by generating a
360-degree panorama every five seconds, then analyzing the images in the histogram tool
in Photoshop (Canossa, 2009). This process allows more detailed conclusions to be drawn
about luminosity and relative color changes as one moves through the level. Finally, power-
ful image processing and analysis tools hold promise for extracting color information from
complete game walkthroughs or speedruns (Huber, 2010).

The popularity of 3-D games in the late 1990s signaled the shift to a new paradigm
for color, one in which pixel color output is calculated by the game engine renderer based
upon contributions from illumination sources in the scene as well as surface color. In these
games, simulated illumination and color need to be considered together, as the distribution
and qualities of light and shadow affect one’s perception of the color palette of the overall
game scene. Further, color choices in 3D games can be discussed with reference to cinemat-
ographic functions, such as creating depth; conveying time of day and season; enhancing
mood, atmosphere, and drama; and revealing character personality (Calahan, 2000; Seifi
et al., 2012). Often working in teams organized by specialization in a manner not unlike
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the film industry, game designers have continued to exploit the functional uses of color in
games, with a new freedom to explore the evocative potentials of color in storytelling and
the dynamic modulation of emotion (Seif El-Nasr et al., 2007). After 30 years of develop-
ment, the black vacuum of Space Invaders (Taito Corporation, 1980) has given way to the
beautifully variegated and shifting hues of the sky over Istanbul in Assassins Creed: Revela-
tions (Ubisoft, 2011).

Color in games is indeed striking, though it remains woefully underexplored as a topic in
game studies research. There are more than 3,000 items in the Digiplay Repository of game
studies articles (Rutter, 2012), but only one with “color” (or “colour”) as a keyword. Color
also receives scant mention in most of the widely used game design texts. Instead, one has
to hunt out game color discussions in writings on level design, computer graphics, platform
studies (Montfort & Bogost, 2009), or game industry post-mortems (Fiorito & Stitt, 2000).
One reason for this apparent neglect has to do with the status of aesthetic raw materials in
complex artistic constructions. Ever since Aristotle, aesthetic hierarchies have relegated the
sensory display that the audience immediately experiences — termed the enactment or “spec-
tacle” in the Poetics — to the bottom of the creative hierarchy, the furthest removed from
the formal means by which the poet evokes the full emotional power of his or her medium
(Aristotle, 1996). In his updating of the Poetics for interactive media, Mateas remarks that
“the mechanics of interaction (spectacle) provide the low-level resources for player action”
(cited in Waldrip-Fruin & Harrigan, 2004, p. 25). We have seen that color indeed serves
this function in games. Yet it is commonplace among artists and designers that color and
light also have an immediate and powerful effect upon the emotions. How can we under-
stand the contribution of color to the full gaming experience?

Teasing out the contribution of color to the play experience vis-a-vis the other elements
of games — story, character, sound, interaction modes, and player activity — is challenging,
for several reasons. First, speculating about player response to color is complicated by
the vagaries of transmission and display; it is difficult to make any assumptions about the
monitor settings, cabling, and ambient illumination in play spaces. Further, color effects can
be subtle, video games are a highly complex and evocative medium, and there are few inte-
grating frameworks that really do justice to the experience of color. And finally, games are
capacious and engaging learning systems in which new color associations can be established
within the span of individual games.

Despite these challenges, there are several key strategies for understanding the player’s
response to color. The first approach — acknowledging the influence of culture upon color
reception — seeks to identify the symbolism of individual colors. Red, for example, is fre-
quently used as a wash over the game image to indicate flagging player health, drawing
upon associations with blood and danger. But most hues are associated with a range of
meanings; according to Zammitto (20085, p. 4), black can express “death, evil, criminality,
hidden aspects, sinister, depression, grief, pain, repression, hopelessness but also sophistica-
tion, authority, style”. Running representative games through this list demonstrates some
of the limitations of a symbolic approach: in many early sprite-based games, for example,
it makes more sense to consider black as a contrasting ground for activity and feature of
the technology of rendering than as a bearer of symbolic cargo. The fact that the player
can learn new color associations within a single game also makes it difficult to claim that
a specific color will hold a given meaning for the player. Context is very important to the
meaning of color in games.
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A second strategy for understanding the shared meanings of color in games is to mine
the tacit knowledge of game designers. In one study we conducted, a game level depicting a
large walk-through model of a human heart in a museum interior was created in the Ham-
mer game engine, with in-level controls for setting illumination brightness and hue. During
a workshop, game designers were asked to light scenes and create concept art for three
game genres set within the level: an educational game for children about understanding the
body and the circulation of blood, a relationship game for adults, and a stealth or horror
game. The results suggested that each genre was associated with a specific palette: the edu-
cational game evoked a mixed and saturated palette, the relationship game tended to look
warmer, and the horror and stealth scenarios were played out in dark and cool environ-
ments (Niedenthal, 2008). These patterns suggest that color palettes in games achieve some
of their power through resemblance: generic associations within and across media work to
prime player expectations and responses.

A third approach to game color is to borrow methods from experimental psychology to
explore player response to color in custom game segments. Studies of the effects of color
suggest that color has an impact upon emotion (Gao & Xin, 2006), and one can identify a
parallel body of research in the area of light (Knez, 2001). There is, however, a great deal
of disagreement in the results from studies of color and emotion. According to Valdez and
Mehrabian (1994), this is due to problems with color stimuli in experiment design and to
differences between interpretive frameworks. They found that the emotional response to
color could be attributed almost exclusively to the effects of value and saturation rather
than to hue. Seeking to extend color studies to a virtual environment more appropriate for
understanding games, Joosten et al. (2010) found that red is experienced as arousing and
yellow as positive, though their observations proved valid only for inexperienced players,
and the experiment’s stimuli colors were limited by the toolset used to construct the game
level in the Neverwinter Nights engine (2002). In another study, players navigated through
a maze-like Hammer environment lit with warm and cool hues that were controlled for
value and saturation with histograms. The results suggested that warm illumination is asso-
ciated with greater positive affect and better play performance, but it is difficult to draw
any broader conclusions from this study due to the elementary nature of the game task
(Knez & Niedenthal, 2008). Emotion researchers conducting empirical studies of color in
game worlds still face a number of significant experiment design challenges.

Instead of creating custom game environments in which to study player emotion, we
can gain a better grasp of the unique characteristics of video game color by examining
the ways in which existing games engage color in play activities and link color effects to
gameplay emotion. There are several games in which a key gameplay goal is to bring color
to the world; in Okami (Clover Studio, 2006) — which has a strong nurturing component —
revitalizing a desolate game world triggers animated sequences of blossoming flowers that
function as a reward for the player. These scenes dynamically link the emotions that the
player experiences in the game (concern, satisfaction) with a color correlative. Flower (that-
gamecompany, 2009) fuses the experience of speed and swoopy navigation with saturated
sky and landscapes to bring about a similarly heightened awareness of the natural world.

Besides environmental color, many games also employ color effects to a similar pur-
pose. Video games are distinguished by powerful and transitory color effects used in a per-
formative manner to stand for a range of functions, including spell casting in role-playing
games and motion-blurred attacks in fighting games. Explosions and fireworks also feature
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in many game genres (Niedenthal, 2010), including rhythm games such as Boom Boom
Rocket (Bizarre Creations, 2007) and puzzle games such as Fantavision (Sony Computer
Entertainment, 2000). In games with fireworks simulations, bursts of color are often timed
to the player’s controller input, establishing a rapport between the display of shell deto-
nation and the player’s experience of tension and release. Game color receives its fullest
expression through these ephemeral forms. Rez, for example, was influenced by Kandin-
sky’s paintings, but the game achieves much of its power by linking hallucinatory bursts of
hue to the gameplay emotion of a first-person rail-shooter. The lesson of Rez is that color
can constitute a fundamental form of play in a video game.

This is also the sort of play that happens during the Indian holiday of Holi, when free-
form color hijinks accompany a time of misrule and overturning of hierarchies. You “play”
Holi by ambushing friends and pelting strangers with saturated pigments, or hosing them
with colored water. Holi color play is an example of what Caillois terms “a vertigo of the
moral order, a transport that suddenly seizes the individual. This vertigo is readily linked to
the desire for disorder and destruction, a drive which is normally repressed” (2006, p. 139).
Like Holi, the bursts of simulated firework shells in Tempest or Fantavision, the colorful
explosions of Rez — even the splatters of hue in a round of paintball — establish a tie between
color and Caillois’s concept of ilinx, the sensory whirlpool. This is the color space that
video games can simulate very well: a synthesis of sensuous wonder and strong emotion
that constitutes the purest expression of color in games and is key to the contribution that
video games can make to the broader field of color in art.
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CONVENTIONS

Bernard Perron

It is an obvious statement to declare that games are rule-based. From the famous defini-
tions of Johan Huizinga and Roger Caillois to the recent ontological accounts of video
game scholars, one is expected to follow strict principles of conduct in order to play a
game. These principles are permitting as well as prohibiting means and actions to achieve
specific goals and to obtain a particular and/or a final result. Insofar as the act of regulat-
ing is enforced by a computer program, video games are even more bound by their set of
rules. However, these fundamental and explicit regulations hide other ones, less clear but as
cardinal to the game activity: conventions.

Rules and Conventions

Rules and conventions go hand in hand. The terms are often used interchangeably, to start
with Roger Caillois, for instance. In the introduction of the French edition of Man, Play,
and Games (not translated in the English version), Caillois defines games as follows:

Any game is a system of rules. These define what is or is not a game, that is, what
is allowed and what is forbidden. These conventions are at the same time arbitrary,
imperative, and without appeal. They cannot be violated on any account, or else the
game ends right away and is destroyed by the same fact.

([1958] 1961, pp. 11-12, my translation)

The fifth essential quality of play is, for him, “governed by rules: under conventions that
suspend ordinary laws, and for the moment establish new legislation, which alone counts”
([1958] 1961, p. 10). When Caillois places his four categories of games on a continuum
between two poles, the uncontrolled fantasy he calls paidia is opposed to the ludus, which
is “a growing tendency to bind it [this paidia] with arbitrary, imperative, and purposely
tedious conventions” ([1958] 1961, p. 13). Yet, the section of his chapter where he deals
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in more detail about the combination of two poles is titled “From Turbulence to Rules”
([1958] 1961, p. 27). Mimicry (or simulation), the third category he distinguishes,

exhibits all the characteristics of play: liberty, convention, suspension of reality, and
delimitation of space and time. However, the continuous submission to imperative
and precise rules cannot be observed — rules for the dissimulation of reality and the
substitution of a second reality. Mimicry is incessant invention. The rule of the game
is unique: it consists in the actor’s fascinating the spectator, while avoiding an error
that might lead the spectator to break the spell.

([1958] 1961, pp. 22-23)

Then, in order to show that ludus is compatible with mimicry, Caillois states:

However, it is the theater which provides the basic connection between the two, by
disciplining mimicry until it becomes an art rich in a thousand diverse conventions
[this is the word employed in the original French version, translated in English as
“routines”], refined techniques and subtly complex resources. By means of this fortu-
nate development, the cultural fecundity of play is amply demonstrated.
(1958] 1961, pp. 30-31)

The notion of conventions might be more clearly thought in terms of rules insofar as games
are seen as part of culture. Conventions are then not seen as constitutive or operational
rules. They are unwritten and/or implicit rules. This is how Katie Salen and Eric Zimmer-
man define them when they address games as cultural environments. And the authors of
Rules of Play (2003, p. 574) state that conventions are essential to games:

But taking on the lusory attitude doesn’t just mean accepting the limitations of the
operational rules. It also entails following implicit rules. Playing a game means sub-
mitting to the authority of the magic circle, which includes the cultural conventions
expressed through implicit rules.

It is the “unstatable customs” that make players engage with the appropriate seriousness
and perform acts of fair play. Those behavioral guidelines are socially constructed. It is on
account of such constraints guaranteeing and regulating our way of thinking that Peter J.
Rabinowitz has studied narrative conventions and theorized the understanding, analysis,
and interpretation of fiction reading in relation to rules. According to Rabinowitz: “The
term convention may appear, at first, somewhat restricted — for many people, when they
think of literary conventions, think of formulas of plot and character. Conventions, how-
ever, inform our reading in far more complex ways” (1987, p. 42). They are not “waiting
to be uncovered in a text, but in fact precede the text and make discovery possible in the
first place” (1987, p. 27). To comprehend the operations required to create meaning out of
a text, Rabinowitz offers a system comprising four types of rules: the rule of notice, the rule
of signification, the rule of configuration, and the rule of coherence.

Although rules and conventions can be interchanged (and other synonyms employed for
the sake of style) while discussing the conditions that govern procedures and behaviors,
the concepts still need to be distinguished to remain significant. This is the point made by
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Robert Rawdon Wilson who examines the game/text analogy in In Palamedes’ Shadow.
Explorations in Play, Game & Narrative Theory:

The argument will be here that conventions are looser, less abstract, more resistant to
formulation, and altogether more flexible than rules. They are learned differently from
the way rules are normally learned: not deductively, as tightly construed prescriptions
to be applied, but inductively, as a matter of experience and through practice.

(1990, p. 85)

Rules are explicit and rigid. Unless someone wants to cheat, they need to be followed.
On the contrary, conventions “cannot be broken; they can only be ignored or neglected”
(1990, p. 87). There is no sanction when a convention is disregarded or misread; the activ-
ity is not even destructive. That being said, a knowledge of conventions has an impact on
the ongoing action.

The Rules of Conventions

In its juridical sense, a convention is an agreement between parties for the regulation of
matters affecting them. It belongs to the domain of voluntary exchanges. This meaning is
shedding light on how conventions are generally grasped. In Peter J. Rabinowitz’s afore-
mentioned theory of narrative, reading fiction is a conventional activity as it presupposes
an assumed contract between author and reader where reality is to be understood accord-
ing to certain paradigms. As David Bordwell and Kristin Thompson state in Film Art: An
Introduction, such a conception applies to much more than literature:

Very often conventions demarcate art from life, saying implicitly, “In artworks of this
sort the laws of everyday reality don’t operate. By the rules of #his game, something
‘unreal’ can happen.” All stylized art, from opera, ballet, and pantomime to slap-
stick comedy, depends on the audience’s willingness to suspend the laws of ordinary
experience and to accept particular conventions. It is simply beside the point to insist
that such conventions are unreal or to ask why Tristan sings to Isolde or why Buster
Keaton doesn’t smile. Very often the most relevant prior experience for perceiving
form is not everyday experience but previous encounters with works having similar
conventions.

([1979] 2004, p. 53)

In the video game, it is, for instance, illogical to find ammunition (and medkits with the
well-known red cross painted on them) scattered all around in the space of first- and third-
person shooters. According to common sense, the enemies wouldn’t leave such valuable
and lethal items that might be exploited against them lying everywhere. To make the gath-
ering more dynamic, ammunition and other items have been hidden in wooden crates that
need to be smashed as the theoretical physicist Gordon Freeman is so often doing with his
crowbar in Half-Life 1 and 2 (Valve, 1998, 2004). For a better integration into the idea
of combat, ammo can be picked up from killed enemies; nonetheless, there is no need to
crouch to pick them up. All you have to do is to pass over dead bodies and dropped ammo
as in Wolfenstein 3D (id Software, 1992) where a quick flash and synthesized sound signal
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that clips have been added to the inventory — in later first-person shooters, pickups such
as these will be indicated by various weapon cocking sounds. Ammunition may also be
gathered from dropped weapons, but only once the gamer carries the same armament in his
arsenal, as in the Call of Duty series (Activision, 2003—present).

Conventions lead to the same effect as rules and fiction. Following Jesper Juul’s discus-
sion in Half-Real: Videogames Between Real Rules and Fictional Worlds: “Rules separate
the game from the rest of the world by carving out an area where the rules apply; fiction
projects a world different from the real world” (20035, p. 164). Conventions furthermore
help, referring to Huizinga’s terms, to get into the “magic circle” and see “temporary worlds
within the ordinary world” ([1938] 1955, p. 10). Nevertheless, they differ from rules. To
turn to Juul again, he observes that a player

cannot possibly predict the gameplay of a game simply by reading the rules. In video
games, the rules are initially hidden from the player — this means the player is more
likely to use the game world to make inferences about the rules. In fact, the player

may need a fictional game world to understand the rules.
(2005, p. 176)

Undeniably, it is more unlikely that a player will read about the conventions of a game.
Referring to the previously mentioned example of the wooden crates to be smashed in first-
person shooters, Juul explains that “for an inexperienced player, this is nonsensical and not
cued by the representation: Only the trained player knowing the conventions of the game
genre would understand it” (2005, p. 179). While it is by trying and failing to pick up
ammo from a gun s/he doesn’t own yet that a gamer learns the rule of ammunition gather-
ing, nothing definitely tells her at first to destroy some crates to refill her weapons, unless
an icon appears every time the player-character is near such a crate, as in Resident Evil 6
(Capcom, 2012); crates are frequently utilized for other purposes in video games, such as
cover protection, climbing support, labyrinth construction, etc. This conventional action
becomes meaningful in that it has been seen and performed in previous games. If conven-
tions can be seen as implicit rules in video games, it is because they are hidden in more than
one game. Game rules, mechanics, and controls become conventional when they are used
in many video games.

Gameplay Conventions

In accordance with Caillois’s previous comment about theater, each art comes to elaborate
its conventions according to its own features: real actors on stage for the theater, audio-
visual recordings shown on a screen for cinema, or digital data that can be acted upon via
an interface for the video game. For example, while an entrance and an exit of characters
divide the various scenes in the classical theater, it is a fade-in and a fade-out (or a dissolve)
that are used as transitional devices in a classical film and the clearance of aliens’ rows that
separates the levels in arcade games in the vein of Space Invaders (Taito, 1978). Likewise,
video games have remediated conventions from theater and film. The interior locations of
early 2-D graphical adventure games such as Maniac Mansion (Lucas-film Games, 1987)
were designed like theater stages, with the absent fourth wall giving access to the action and
the entrances and exits of the player-character stage left or right leading to another room.
When 3-D computer graphics could be overlaid on pre-rendered static backgrounds, as in
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Alone in the Dark (Infogrames, 1992), the game space was fragmented into various fixed
camera angles. And since the window into the world of video games is mainly considered
to be a virtual camera, there are still many codes borrowed from the movies. Yet, it is the
gameplay, or the actions of the gamer within the virtual playground (being a whole inhab-
ited world or an abstract space) and the reactions of this playground, that distinguishes the
video game from theater or film.

To reiterate both the question and the answer of Juul (2005, p. 123) about Donkey
Kong (Nintendo, 1981): why does Mario have three lives? Because the game would be too
hard to play with only one. This sort of reply can be invoked for many different facets of
video games: the regenerating health; the sparkling effect of important items; the quantity
of weapons, ammunition, or things the player-character can carry along; the extra-diegetic
music being heard upon a dangerous situation; the barking of soldiers looking around for
the infiltrated player-character; the stealth meter indicating the player-character is hidden
in a dark area at the feet of an opponent although the image is quite well-lit; the different
shady edges or stones that can be used to climb up a wall or a rock; the overhead radar
and compass of a HUD (heads-up display) displaying the position of allies or enemies and
indicating the right direction to the next goal; the checkpoints and quick saves, etc. Since
the video game is also an art rich in a thousand diverse conventions, these can hardly be
all taken into consideration at once. We nonetheless can broadly distinguish two types of
gameplay conventions.

The first type of gameplay convention — briefly discussed earlier — consists of the ones
giving the gamer support or information so that s’/he can play the game more easily. In
keeping with the projection of a game world different from the real world, one key helpful
convention of video games that needs to be underlined might be best described by Dorothy
Heathcote’s well-known “mantle of the expert” approach to education (Heathcote & Bol-
ton, 1996) in which the participants are endowed with relevant expert knowledge in order
to take part in a task-oriented activity. It is true, to refer to what Caillois has argued about
his ludus pole, that the video game

provides an occasion for training and normally leads to the acquisition of a special
skill, a particular mastery of the operation of one or another contraption or the dis-
covery of a satisfactory solution to problems of a more conventional type.

([1958] 1961, p. 29)

But no matter how many moves and super combos the gamer will be able to learn and
execute via the main protagonist Ryu in a game of the Street Fighter series (Capcom, 1991—
present), s/he’ll be incarnating someone that possesses from the outset black belt martial arts
skills. In Tomn Clancy’s Splinter Cell (Ubisoft, 2003), s/he’ll be playing a well-trained and very
agile Sam Fisher (rolling, wall jumping, sliding down on zip lines, making dropping attacks,
etc.). In addition, s/he’ll become very quickly a “master of unlocking”, seeing inside a lock
and using a pick to open secured doors. In Sleeping Dogs (United Front Games/Square Enix
London, 2012), s/he’ll be hacking computers and surveillance cameras by having to guess
within six attempts a four-digit numerical password in a similar fashion to the classic board
game Mastermind (Mordecai Meirowitz, 1970). In these instances, and in many others with
less simulational complexity, the gamer puts on his/her mantle of the expert.

The second general type of conventions is composed of the ones that hinder the gam-
er’s progression and success. In constructing his definition of games, Bernard Suits draws
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attention to the fact that “it is not that obedience to game rules must fall short of ultimate
commitments, but that the means which rules permit must fall short of ultimate utilities”
(1978, p. 29). For Suits, “rules prohibit more efficient in favour of less efficient means”
(1978, p. 34), and the gamewright’s craft revolves around drawing lines not too tight and
not too loose with respect to the permissible means. Following Mihaly Csikszentmihalyi’s
seminal flow theory (1975), one will say that the optimal ludic experience of a video game
is known to be reached when the gamer’s skills are dynamically balanced with the chal-
lenges s/he faces. Inasmuch as one wants to win, one does not want to walk away with an
easy triumph. The difficulty levels one can choose from at the beginning of many games
meet this aspiration. The antagonization curve follows the improvement of the gamer;
either by introducing stronger, faster, or wiser adversaries (whether soldiers or drivers) or
by progressively staging confrontation with more numerous enemies. The save points to
be found scattered in different locations of the survival horror games played on consoles
intensify both the fear of dying and of the need to replay a section from the last save point.
Similarly, the save systems allowing only few saved games ask for a better management
of progress; a game such as Dead Rising (Capcom, 2006), permitting only one save per
storage device, makes the photojournalist Frank West’s run into the Willamette Parkview
Mall much tougher. The maze-like construction of the video game space in general (and
the backtracking asked by some games), as well as the labyrinth-like configuration of many
puzzles in adventure games, takes more time and thought than straight routes or simple
reckonings. In order to progress, the various levels the gamer must go through customarily
end with a more challenging battle against a “boss”, a bigger, smarter, and harder monster
to kill; Shadow of the Colossus (Team Ico, 2005) twists this convention by concentrating
its action on the sole boss battles against 16 Colossi.

Genre Conventions

From a formal perspective, advantageous or disadvantageous conventions remain fre-
quently used techniques and common traits between artworks. First and foremost, the
establishment of conventions happens within particular genres and even within popular
franchises. As Julian Kiicklich underlines,

After all, a genre is nothing but a general term for a number of texts with similar
characteristics. While these characteristics are not always explicitly formulated, we
know what to expect from a first-person shooter or a real-time strategy game, just as
we know what to expect from a detective story or a romantic comedy. Aberrations
from these conventions are tolerated to some degree, but if they go too far the game
will not be accepted as a representative of its genre.

(2006, p. 101)

The latest-released game that is related to a video game genre appears indeed on what H.R.
Jauss has called a “horizon of expectations”: “The new text evokes for the reader (listener)
the horizon of expectations and rules familiar from earlier texts, which are then varied, cor-
rected, altered, or even just reproduced” (1982, p. 23 — in line with our previous observa-
tion, one will note that it is the term “rule” that is used). The gamer playing the single-player
campaign of any recent first-person shooter on the PC will “know what to expect” inasmuch
as s’he has started at one point to “look at” a horizon extending at best from Maze War
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(Steve Colley, 1974), or at least from Wolfenstein 3D (id Software, 1992), DOOM (id Soft-
ware, 1993), Quake (id Software, 1996), Half-Life, Halo: Combat Evolved (Bungie, 2001),
Medal of Honor: Allied Assault (215 inc, 2002), Call of Duty (Infinity Ward, 2003), and
EE.A.R.: First Encounter Assault Recon (Monolith, 20035), to name a few popular classics
that have led to successful series. S/he will not be taken aback to use the W, A, S, and D keys
on the computer keyboard for movement and the mouse to rotate the view, fire, and perform
actions. S/he will anticipate seeing a gun at the bottom right of the screen and to face a first-
person weapon HUD with a crosshair. S/he will be able to read the various visible indicators
(current weapon equipped, in-clip and available amount of ammo, health, armor shield, or
flashlight) and understand that s/he is hit when the screen flashes red. S/he’ll be prepared to
go on a linear route and fight his/her way through maps of one-way corridors, rooms, and
restricted outside areas. S/he’ll know that s/he’ll get bigger guns on the way, take the life
of many enemies, and that s’/he might destroy some supply crates to get ammo and shoot a
few explosive barrels for more fire power. Falling in the world of Medal of Honor, Halo, or
EE.A.R., s/he will turn to the war, science-fiction, or horror genre to better recognize the
theme, the iconography, and plot elements. Actually, the sole rule of this enumeration is the
shooting of enemies. No matter how many they are and how smart the artificial intelligence
is, the gamer has to annihilate the foes before they kill him/her (player-character). The rest
are conventions: the controls’ configurations (they can be adjusted to personal preferences),
the position of the gun and the indicators, the type of weapon used, the way it is handled,
and where the gun battles happen, etc. None of these are fixed but were set by custom.

The conventions of a genre might become more noticeable when they are not present in a
game or, in Kiicklich’s words, when an aberration is encountered. For instance, The Orange
Box that the video game developer Valve released in 2007 includes Half-Life 2: Episode
Two (2007) (along with Half-Life 2 [2004] and Half-Life 2: Episode One [2006]), Team
Fortress 2 (2007), and Portal (2007). If the first two games are typical single-player and
multiplayer first-person shooters, Portal stands out of the bundle package. The gamer still
uses a gun visible at the bottom right of the screen and has to confront enemies represented
by turrets, but the gun shoots portals (an entrance and an exit) necessary to make the way
out of various test chambers. The action is not based on adrenaline sequences of shooting
and sensori-motor skills but rather on problem solving and cognitive skills. So, while the
IGN website classifies the game under the first-person shooter genre, Portal is more a puzzle
game than a first-person shooter. In this respect, conventions do move from one genre to
another so as to widen or renew the experience of a genre. To introduce a famous example,
although System Shock 2 (Irrational Games/Looking Glass Studios, 1999) has everything
similar to a first-person shooter taking place in a science-fiction setting filled with horror
imagery, the choice of one of the three careers (Marine, Navy, or OSA) and of its first
features at the beginning of the game, and the necessary upgrades of characters’ statistics,
technical, and weapon skills, associate it as much with the role-playing genre. And the role-
playing games conventions of the video games have themselves been drawn from pen-and-
paper role-playing games such as Dungeons & Dragons (E. Gary Gygax & Dave Arneson,
1974) and Traveller (Marc Miller, 1977).

Narrative and Other Conventions at Play

Given its hybrid nature, and the fact that the video game is as much as cinema a synthesis
of previous spatial and temporal art forms, there are many conventions at play that are not
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specific to the gaming activity. Following the nominal narratology versus ludology debate,
the narrative ones remain the most noticeable.

Indeed, not all video games tell stories. But when they do, mostly in the course of the
campaign or journey of single-player games, they rely on a prevalent method, that is, on
a “typical oscillation between [cut-scenes] and play”. Rune Klevjer has well argued that
this “oscillation is a standard convention in story-based computer games, and my guess
is that this form will not go away. On the contrary, it is becoming a new kind of artistic
language, developing its own rules” (2002, p. 197). Undeniably, by convention (and not
by a rule that would need to be respected), many video games start with a non-interactive
sequence introducing the gamer to the world and its characters and finish with one or many
sequences when there are multiple endings. To make reference to Klevjer’s defense, cut-
scenes during a game can be used as surveillance or planning tools, “gameplay catapults”,
moments of release from intense action, and rewards. They exploit cinematic codes to elicit
emotions and to unravel the plot. The narrative and back-story information are also con-
veyed through written documents and audio logs the player-character finds along his/her
way. Following Henry Jenkins’s vision of game design as narrative architecture and Don
Carson’s notion of environmental storytelling, the stories take place. “The organization
of the plot becomes a matter of designing the geography of imaginary worlds, so that the
obstacles thwart and affordances facilitate the protagonist’s forward movement towards
resolution” (Jenkins, 2004, pp. 124-125). For instance, while the gamer has come to expect
to be able to venture in side-quests besides the main one and to cross different landscapes
in the role-playing genre, s’he knows that s/he’ll be falling into a dark and claustrophobic
world in the survival horror genre.

In the spirit of a projected world different from the real world, the embedded narrative
of story-driven games builds on the common spectacular intensification of popular fiction;
not many games are structured around everyday routines, as emergent as they can be. The
player-character (alone, in co-op with another player, or with various non-player-characters)
embarks on a war against space invaders, on a modern warfare against foreign invasions or
insurgencies, on a series of ordered assassinations, on an investigation to solve murders, on
a descent into the depths of the criminal world, on a battle to defeat a hellish force or an evil
corporation, on a confrontation against monstrous creatures, on an infiltration of secure
military bases, on a quest to recover lost artifacts or stolen treasures, on a voyage to find the
last heir of a noble family, etc. In the end, the scope of the events goes from saving a prin-
cess from the grip of a mean opponent to saving the whole universe from destruction. The
conflict revolves around the good vs. evil paradigm. No matter the various/numerous forces
involved or the sinuous road taken and, above all, regardless of the number of failures (or
“game overs”) the gamer experiences or how long it takes him/her to progress, the player-
character always succeeds (or always ends in defeat in arcade games, where it is a question
of how long the gamer can last). An assassination that is meant to fail, such as the one at the
beginning of the “One Shot, One Kill” mission of Call of Duty 4: Modern Warfare (Infinity
Ward, 2007), is pretty unconventional. In most cases, further complicating matters occur
after an achievement to send the player-character on another track.

Such a study of conventions that are not based on gameplay could be extended to other
types. We can, for instance, think about all the audiovisual conventions, the question of
stereotypes, the conventional social behaviors in MMOGs (massively multiplayer online
games), the language conventions used to communicate online, the conformist practices in
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the industry, the commonplaces of game conventions or trade fairs, etc. In the end, as for
any artwork, conventions are important to the video game. They help the gamer to get into
what Arsenault and Perron (2008) have called the “magic cycle” of games, conceptualizing
the figure of the circle not in terms of enclosed space, but as a cognitive frame of gameplay
and as an ongoing cyclic process of actions and reactions (or inputs and outputs) between
the gamer and his/her understanding and interpretation of a video game in the course of
time. Since, to reiterate Rawdon Wilson’s previous argument, a gamer learns conventions
through experience and practice, an exposure to even a small number of games makes him/
her familiar with the way certain video games are played and gives him/her a head start.
S/he looks forward to these envisaged aspects and conducts because they facilitate his/
her gaming insofar as s/he does not have to learn the basics once more, as well as meeting
his/her desired experience. On their side, game developers capitalize on this generic and
conventional appeal of their games. But the unconventional is obviously as noteworthy.
Because conventions change over time, some disappear and others come to be known. This
is how new videoludic genres or sub-genres emerge.
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GAME DESIGN

Richard Rouse I11

What Game Design Is Not

It may be useful to start with what game design is not. Game design does not mean the
programming of the game, though the programming powers the game design. Game design
does not mean the story or the writing, though they can make the gameplay meaning-
ful. Game design is not the visuals, though the graphics may be critical in defining the
readability of the play spaces, or the animations may be tightly coupled with the design of
the melee combat. Nor is it the audio, which is often a primary source of player feedback.
Game design often needs all of these other disciplines to function, yet we can think of it as
separate from them.

Game design is narrowly defined as the creation of the interactive elements of a game,
the rule sets, the gameplay dynamics and systems that run the input-output loop of any
game experience.

Game design is the most important aspect of video games because it is the one that deter-
mines whether the game is compelling to play, and if a game is not fun/challenging/stimulat-
ing/engaging to play in some way, then it doesn’t matter how well every other department
did their jobs — the game falls apart. Game design is the most important thing to get right
in a game and also the hardest to pull off.

Game systems power the choices players have in the game, whether tactical, progression-
based, navigational, or purely timing-/reflex-based. In a shooting game, for example, many
game systems work together to create the overall experience: the way the gun fires and
reloads, the logic that dictates the Al enemy movement and attacks, the many systems
that control the player’s own movement, and the level design that dictates the placement
of cover and the enemy’s spawn positions for a given encounter. In a strategy game, game
design balances the abilities of the different units, comparing them with each other, and
defines the attributes that dictate how combat will play out. In a role-playing game, the
design dictates which skill trees are best to invest in with a given play style versus which
weapons should be purchased and in what combination all the pieces can be leveraged to
create a balanced plan of attack.
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Interesting Decisions and Choices

I have long been enamored of Sid Meier’s definition of a game as a series of “interesting
decisions” (Rouse, 2005, p. 27). Meier meant that not only should a game present the
player with decisions they have to make (it’s obvious to him that it should do at least that)
but also the decisions should be neither trivial (with one clear right answer) nor so difficult
that players have no chance of understanding the trade-offs involved. The classic example
is the choice of which unit to build at any given moment in a game of Civilization (Sid
Meier, 1991): in a new settlement, you can choose to build a settler, a scout, or a warrior.
Each unit type has benefit at different times in the game, and often there is no clear right
or wrong answer about which type should be built. In many cases, success in the game can
come from building any one of them. But the player makes a choice based on his/her best
understanding of his/her current situation, strategic plans in the game, and so forth. That
is an interesting choice.

Many board games offer players interesting choices as well. The choices are interesting
because of the multiple players involved in every game and because most players will not
make the same exact choice in every game; though some games, like tic-tac-toe, are so sim-
ple that they are not interesting even with multiple players.

Another interesting definition of how a game works and how gameplay is defined comes
in the Mechanics/Dynamics/Aesthetic (MDA) framework, as defined by Marc LeBlanc
(2004). This framework allows developers and scholars alike to consider games as flow-
ing out of their lowest-level rules (the mechanics), the dynamics those rules create, and
the aesthetic/emotional response the player may have. Thinking about games in this way,
developers can consider the consequences of the mechanics they choose to use and how
they change the feeling of being in a game. We often think of aesthetics in games as being
the art, writing, sound, and music perhaps, but what is interesting about this framework is
that it suggests the gameplay itself creates an aesthetic, that the nature of the play creates
what the game really means.

When Is a Game Not a Game?

By this measure, some genres we often call games aren’t truly games at all. I often bring
up the classic children’s game Candyland (Eleanor Abbott, 1949) as an example of a game
that is not a game. With no meaningful player choice and no tactics of any kind, since the
winner will be the one whose path will have been favored by the cards s/he has picked, this
game plays out entirely based on random number generation via those cards. Though the
game may be fun for children, adults quickly see through the limits of what it has to offer
and stop playing it. Winning in a game like that can be seen as meaningless because of the
lack of player involvement in the outcome.

Returning to digital games, traditional point-and-click adventure games often rely heav-
ily on puzzles. Puzzles typically do not offer interesting choices but rather problems that
have only one solution, and that solution is constant and immovable. Better adventure
games offer puzzles that are more dynamic, with multiple solutions, and ones that may
change based on other aspects of a game’s current state. But in most cases, these “games”
still feel much more like puzzles than they feel like games. As a result, with no real choices
at all, adventure games offer little replay value and no room for player improvisation.
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Tetris (Alexey Pajitnov, 1984) is often thought of as a puzzle game, and it is, in the truest
sense of the word. It is a puzzle that is also a game. It is based on the physical folk puzzle
of Pentominoes that allows players to place a set of physical blocks into a confined space.
Tetris takes something that was not strictly a game and adds just enough variety and ran-
dom challenge to it that it makes the leap into the territory where players have meaningful
variety in how they solve it and the strategies and tactics they choose to use to solve it. The
randomness of the pieces as they are introduced to the board becomes a dynamic element
that transforms it into a proper game.

Another interesting example of non-game “games” comes from the music rhythm genre,
titles that are performance-based but that often lack any element of player choice. The
measure of success in Guitar Hero (Greg LoPiccolo, 2005) or Rock Band (Greg LoPic-
colo, 2007) comes when the player perfectly recreates the performance of a song that never
changes. A few game-like elements exist in the player’s ability to deploy “star power” when-
ever they want to help maximize their score and get through difficult sections of the song,
but the tactical depth remains very shallow. The game is more like a single-lane race than
something that has meaningful competition against a dynamic adversary that is countering
your moves. These games may be fantastically immersive, player-fantasy-fulfilling titles,
but it’s hard to consider them games due to their utter lack of room for player expression.

Not that there’s anything wrong with puzzles or races, but they’re not really leveraging
what computer games do best: offering players interesting choices.

Who Is a Game Designer?

With game design defined, the role of the game designer is clear: it is creating the game
design. As I mentioned before, the person doing this game design may or may not also do
programming, may or may not do artwork, and may or may not write the story. Being the
game designer does not mean that person is necessarily in charge of the project, though most
of the creative leaders of game projects are game designers by training. Because, as men-
tioned previously, if the game design is not good, the rest of the game does not really matter.

Of course, most designers don’t just do design. Many designers enter the industry as test-
ers, a job that requires the keen ability to play a game thoroughly enough to find problems
in both the raw functionality as well as within the gameplay. These are skills that have
a reasonable mapping to the analytical skills needed to deconstruct gameplay systems in
other games and, in the best cases, figure out how they could be reconfigured to be a new
type of game in another experience. Another likely start for many game designers is as level
designers. The skills required to construct a fun space are themselves tied tightly to under-
standing how game design works. Indeed, in many modern shooter and action/adventure
titles, such as Call of Duty 4: Modern Warfare (Jason West, 2007) or Uncharted 2: Among
Thieves (Amy Hennig, 2009), gameplay and level design are so closely intertwined that one
cannot exist without the other. Finally, many designers thrive in the systems space, docu-
menting how features are going to work and then doing some part of implementing them,
from tuning values for combat to actually scripting how Al behaviors chain together.

But of all of these, the most interesting case is the designer-programmer. Coding is the
one discipline without which there is no game, at least no digital game. Indeed, without a
gameplay programmer who really understands game design and the elusive feeling of “fun”,
it’s unlikely a game will ever be successful. Programming is the oft-forgotten art of games,
which is often glamorized more for stunning graphics tech than for a true accomplishment,
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meaningful gameplay code. No designer can think of every detail involved in implementing
a robust gameplay feature, so they are totally reliant on programmers to put all the pieces
together. This is why so many successful games have been made by those who can do both
design and programming; they have the advantage of both implementing their ideas and
making the million small decisions necessary to pull off a great game. So when we talk
about what game design is, we must mention the code that is a vital part of the package.
Many larger development teams, at least in Western countries, are spearheaded by some-
one who is often called the creative director. The creative director is often the lead designer
as well, though not always. The creative director is in essence the “idea guy”, who may do
no direct implementation work on the title but who has the crucial skill of convincing peo-
ple of his/her vision and getting others to carry it out. Often these people have backgrounds
in implementation, but sometimes they don’t. They are the closest parallel to the director

of a film.

Auteur Theory

One interesting phenomenon of games is that authorship is more muddled than in any other
media. In novels, it is clear who is responsible for the work: the writer. In a rock band, the
authorship can be shared, but among a relatively small group of people. In movies, more
elaborate and sizable productions with many people involved in the creation, the director
is widely agreed upon to be the author, even though the role the director plays varies wildly
from film to film. Yet, the director is still viewed as the “author” of a film and, when working
on set, is typically granted the authority that comes with a certain amount of inherent respect.

In games, however, works tend to be attributed to companies or development teams,
recognizing them as the collective authors. There are a variety of reasons for this. Histori-
cally, non-digital games had no credits on them; companies such as Milton Bradley owned
works outright and wanted people to think of the company as the author of the game for
marketing/copyright reasons. This was also true of early coin-op games, which, at first, had
no credits on them. Later, in the realm of home video games, companies such as Activision,
Electronic Arts, and Infocom went out of their way to promote the authors, realizing that
made for a better story in the eyes of the press and the public (and often because those
games were made by only a few people anyway). But as games became bigger, companies
were able to shift the tide back, devaluing the creative visionary to prevent them from lever-
age recognition into more creative control or higher pay, either at that company or another.

But the point of having that kind of leverage isn’t just salary; it is also creative freedom.
If someone is seen as key in the development of a popular game, their name can have mar-
keting value to the public, giving them leverage to use that name to sell a game they want
to make instead of whatever the publisher may want. In Western countries, the biggest
example of that is Sid Meier. Meier gained respect from his work on flight simulators such
as F-15 Strike Eagle (Sid Meier, 1985), and when he wanted to do an action/adventure/
strategy game such as Pirates! (Sid Meier, 1987), his company was able to leverage his
name to get people to check out what might otherwise have been overlooked. And when
he wanted to turn to pure turn-based strategy with Civilization, his “name above the title”
status came in handy once again. One can imagine that without his name, those games
might never have been made or never have found an audience. Granted, having that crea-
tive freedom can also lead to self-indulgent, pompous works, but it can also lead to great,
innovative works with a unique voice.
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But, interestingly, it isn’t only the publisher that is sometimes resistant to the idea that
games have an “auteur”, but also the other members of the development teams, who may
see such posturing by the creative director or design lead as egotistical and somehow dimin-
ishing their own contributions. Though the notion that “we all made it together” holds
some weight, saying one person was a creative director means just that — s/he was the main
decision-maker when decisions needed to be made. Many developers favor the crediting
trend of just listing everyone’s names without titles, making the “creative director” the
same as the “head of QA”. Everyone has a warm feeling of collaboration from such list-
ings, even though everyone knows not all members of the team had the same impact on the
design of the title.

A team working together can make a game that is solid, functional, robust, and extremely
polished. But only a creative leader can make something that has character, identity, and an
opinion, that goes off to truly uncharted territory. Not every creative director/lead designer
will do that; in fact, most will fail miserably. But it is worth it for the few cases where we
do get a meaningful creative breakthrough.

Game Design as Collaboration

Though we can debate how a team creates a game, we must not forget that games are one
of the few art forms where the work basically doesn’t function without player involvement.
Though audience participation may be important to a live rock concert, or to an improv
troupe that uses suggestions from the audience, games are the preeminent “lean forward”
medium, and that is their great strength and their great differentiator.

I have friends and relatives who are not interested in games as a leisure activity. These
tend to be adults who work jobs, have kids, or have other heavy time commitments, and
when it comes to entertainment, they want something that will be easily consumed. And
they have a very valid point. Just as a book requires more engagement than a film, games
require the most engagement of any medium. Games are not trivially consumed. They
require player participation to be completed, and this is fundamental to what they are. This
is not to say that games that require maximum focus and engagement (like, say, a really
difficult strategy game) are better games than an adventure game that alternates between
periods of light engagement with periods of watching. But there is a point where games
become so streamlined and lacking in player choice that they stop being games. “Press X to
Win” is not meaningful game design.

Within the wide spectrum of digital games, games vary greatly in their level of player
involvement. To maximize what our medium can do that other media cannot, it is critical
that we leave enough space for players to make the truly interesting choices mentioned
earlier. Players connect more with a game if they are able to put their own personality
into it, whether in building options, weapon choices, player-character customization, or
narratives and spaces to explore in meaningfully unique ways. As a designer, I always love
seeing a player who comes up with a solution to a problem or approach to a situation that
I had never anticipated, yet that still fits in the world and that the game’s systems naturally
supports. Game experiences are a unique collaboration between designer and player. As
players interpret and shape the story, explore the gameplay systems, or come up with suc-
cessful tactics that I had not anticipated, I know that the game has finally come to exist as
a completed work.
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What Is the Meaning of Games?

Having defined game design, shown how game design empowers players, and discussed
what a game requires of its audience, we can start discussing the meaning that comes out
of the design. What players take away from games is internalized in a completely different
way from what we experience in other media. I posit that the meaning of the game comes
in the game’s reaction to player expression within the game.

One way to explore this meaning is to look at the different ways designers themselves
think about the meaning of their games. As the industry stands today, most designers do
not have a larger meaning in mind as they work on their projects; they’re just trying to come
up with a fun experience, whether evolving proven gameplay mechanics and genres, or try-
ing to invent new ones. They’re interested in simply providing players with entertainment
and pleasure. Many undeniably great and meaningful games have come from designers who
were not thinking of the game as having any particular meaning but who in their pursuit
of entertainment could not help but inform the game’s systems with their own worldview.

But some designers very specifically bury meaning in their game mechanics. Will Wright,
for instance, worked on SimCity (Will Wright, 1989) as a fun simulation of a city ecosys-
tem. But as a man of science, Wright made sure the simulation wasn’t just fun but also
communicated lessons about how a city functions, for example, that building too many
highways into your city doesn’t work well (Rouse, 2005, p. 415). Later, in The Sims (Will
Wright, 2000), he communicated to the team that the game was not supposed to be mate-
rialistic, despite surface indications to the contrary. Wright said:

When people play it for a while they think it’s very materialistic. It’s only the people
that play it a long time that start realizing the downside. Just about every object has
some built-in failure state or maintenance requirement. If you keep buying stuff, it
will eventually go bad or die or need to be cleaned or whatever. So in some sense it’s
like you’re filling up your house with all these potential time-bombs . . . it’s the hard-
core players that say, “God, 'm not going to buy that much crap next time I play.”
(cited in Rouse, 2005, p. 453)

Wright’s intent was to express a theme of anti-materialism via the game’s systems.

Designer Brian Reynolds had a different approach to putting meaning into his games.
In Alpha Centauri (Brian Reynolds, 1999), he very deliberately built a game that explored
the different philosophies that guided several factions attempting to colonize a newly found
planet:

We designed our game/characters/government around the following three ideologi-
cal clashes: environment vs. business, faith vs. science, and security vs. freedom. We
wanted to emphasize moral choices and “the clash of ideologies” make the characters
seem more interesting and unique, and have the player’s actual gameplay actions
affect their relationships with the factions.

(cited in Rouse, 2011)

Interestingly, Reynolds said he wanted players to see the benefits and negatives in all the
different approaches, learning that none was perfect, and everything had its trade-offs. He
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didn’t want to create a game where he, as the game designer, was forcing his own personal
preferences on players; he wanted players to be able to explore those problems on their
own, in the systems he created, leaving them to decide what was “right”.

Contrary to these examples, some games, such as Tetris, may be without narrative or
moral meaning but do achieve a more abstract beauty and truth. In Tetris’s case, it’s a fas-
cinating exploration of the concept of space in a compressed timeframe. Talking about the
meaning of a game like this is as elusive and challenging as exploring the meaning behind
classical music performance, such as Glenn Gould performing Bach’s Goldberg Variations,
or architecture such as Frank Lloyd Wright’s Taliesin. Yet the work definitely still has a
meaning, whether music, architecture, or abstract game.

Writing About Game Design

So then, how do we talk and write about game design? All of the elements of a game are fair
play and valid for analysis, and authors have long had strong tools for talking about aspects
such as story, art, architecture, and music. But how do we talk about gameplay? “Fun”
has long been derided as too general a term, a descriptor that lacks descriptive potential,
though some have attempted to better define the word in terms of games (Koster, 2004).
Fun as commonly used in society is so general, applying not only to games but also to many
non-game pursuits. Someone trying to provide a mainstream game journalism review of
a game could use criteria such as progression, difficulty curves, whether the game can be
replayed, length and variety of experience, etc., but these terms are mostly useful to make
recommendations to other people who might or might not want to play the game, not those
who want to understand better what the game means.

We can use established tools from other media to discuss the game’s meaning to some
extent, but what of the gameplay itself? To me, this unique-to-games meaning comes from
analysis of those interesting choices and the way the game reacts to them. What do those
choices make the player think about? In The Sims, you end up thinking about the nature of
possessions and how they affect happiness. In Civilization, you may think about the conflict
between human growth and expansion versus the preservation of the land, or between war
and peace. But what does one think about when playing Pac-Man (Toru Iwatani, 1980) or
Tetris or Centipede (Ed Logg, 1981)? Mathematics and patterns, order vs. disorder, con-
sumption, destruction, and the folly of all endeavor as ultimately doomed (since none of
these games can be won), all seem possible. As abstract art has meanings that are less tied to
the immediate events of our lives or history, so too can abstract games have a meaning that
transcends direct description. All game design can mean something, regardless of its form.

Marshall McLuhan famously taught that the medium is the message, meaning that
beyond the specific content, a medium itself conveys a meaning (1964). Furthermore, he
talked about the differences between hot and cold media. Hot media are so crisp and strong
in their delivery that they leave little room for audience interpretation — film is one such
example. He said that comics and cartoons were cold media since they require more invest-
ment by the audience. They are abstracted, requiring the audience fill in the details. Games,
as I have discussed, require more player participation than any other medium — the game
literally does not exist and is not “done” until the player completes it, making interesting
choices along the way, filling in far more of the details than film or TV or novels. It may
be that the McLuhan scale does not even apply to games. But if we were to imagine how
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it might, games would be somewhere beyond even cold media in the demands they make
on players. And it is the game’s design that creates that space for the player to be, to make
interesting choices, to fill in even the major details. And within the medium of games there
is a great range of “temperatures” — from the somewhat breezy chill of Half-Life (Gabe
Newell, 1998) providing a solidly crafted, guided experience, yet one still rich with player
possibilities to chart their way, all the way to the completely frigidly cold of The Sims and
Minecraft (Markus Persson, 2011), which practically call on players to reinvent the very
rules of the game as they play. Searching for the meaning of games is searching for what the
game design empowers players to be. That is the true art of game design.

References

Koster, R. (2004). A theory of fun for game design. Paraglyph Press.

LeBlanc, M. (2004, April). Mechanics, dynamics, aesthetics: A formal approach to game design. Lecture
at Northwestern University. Retrieved October 11, 2012, from http://algorithmancy.8kindsoffun.
com/MDAnwu.ppt

McLuhan, M. (1964). Understanding media — the extensions of man. MIT Press.

Rouse, R., III. (2005). Game design: Theory & practice (2nd ed.). Wordware Publishing.

Rouse, R., III. (2011, March). Seven ways a video game can be moral. Lecture at Game Developer’s
Conference. Retrieved October 11,2012, from http://paranoidproductions.com/miscwritings/Seven
WaysAVideoGameCanBeMoral.ppt

161


http://algorithmancy.8kindsoffun.com
http://algorithmancy.8kindsoffun.com
http://paranoidproductions.com
http://paranoidproductions.com

21
DIMENSIONALITY

John Sharp

Dimensionality is a term used to describe numerous aspects of games: the aspect ratio of
a game’s imagery; the simulation of depth in two-dimensional images; the simplicity or
complexity of a game’s narrative; and the decision space a player occupies during their play
experience. Each form of dimensionality enriches the play experience of games writ large
and video games in particular.

Game Aspect Ratio

The aspect ratio of a game is a form of dimensionality in video games. Here, dimensionality
refers to the aspect ratio of the play space, which is typically expressed as a ratio of width
to height: 4:3, 5:4, 3:2, 16:9, etc. The aspect ratios of video games are almost always tied
to those of the displays on which they are viewed and, to a lesser degree, their platforms.
During the era of cathode-ray tube screens, for example, most video games adhered to the
4:3 ratio of the screens on which games were played. As television and monitor screens
transitioned to high definition, the typical console and PC video game shifted toward a 16:9
ratio to match the prevailing televisions and monitors.

4:3

Most early video games were designed to fit within the 4:3 aspect ratio, which is often
referred to as “square”, even though it is technically only rectangular. Part of what drove
development of 4:3 video games earlier in the game industry were graphics computing tech-
nologies. Pixel resolutions of early graphics cards were almost all expressed in 4:3 ratios:
QVGA (320 x 240), VGA (640 x 480), SVGA (800 x 600), etc.

4:3 video games have a play space that echoes the televised images people were already
used to watching and so provided an image format players were already familiar with.
Early arcade games such as PONG (Atari, 1972) used actual televisions as their displays,
and golden-era games such as Pac-Man (Namco, 1980) and Asteroids (Atari, 1979) used
similar display hardware.
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A variation on the 4:3 aspect ratio, wherein the display was turned on its side (resulting
in a 3:4 ratio), is found in many arcade games. Space Invaders (Taito, 1978) and Galaga
(Midway, 1981) were both 3:4 aspect ratio games that turned the cathode-ray display on
its side in order to have a vertically oriented screen. For both games, the top-to-bottom
movement of the aliens was better accommodated by the 3:4 aspect ratio. Mike Tyson’s
Punch-Out! (Nintendo, 1984) is an interesting mix of 3:4 and 4:3. The game used two dif-
ferent screens. The primary screen on which the player focused was 3:4, while a secondary
4:3 screen included statistical information on the two boxers’ performances and the time
remaining in the round.

16:9

More recently, console and PC games have begun to use the 16:9 aspect ratio of high-
definition television. This wider aspect ratio brought about the need to produce games with
higher pixel resolutions. The two most common resolutions in the 16:9 format are 1,280 x
720 and 1,920 x 1,080. The 16:9 ratio is closer to the 2.39:1 and 1.85:1 aspect ratios of film.
Games such as Halo 4 (343 Industries, 2012) and Bioshock Infinite (Irrational Games, 2013)
are designed with the wider screen format, which better creates a cinematic visual experience.

Mobile Games

Mobile games — those played on cell phones and tablets — use a wide range of aspect ratios.
Each phone model has its own screen dimensions; for example, the Samsung Galaxy s20
has a 20:9 aspect ratio, while the Apple iPhone 13 has an aspect ratio of 2.164:1. The vari-
ability of the screen dimensions presents challenges for creating games that will play seam-
lessly on a range of aspect ratios.

Alternative Aspect Ratios

Not all games adhere to these standard screen resolutions. For example, early games such as
Tennis for Two (William Higginbotham, 1958) and Spacewar! (Steve Russell et al., 1962) were
designed for round screens, giving them an aspect ratio of 1:1. And games such as Passage
(Jason Rohrer, 2007) and Gravitation (Jason Rohrer, 2008) both use unexpected aspect ratios:
Passage has an aspect ratio of 25:4, while Gravitation has a 1:1 aspect ratio. The majority of
games with alternative aspect ratios tend to be designed for PC, Mac, and browser-based play.
Windowing a game to sit atop the desktop allows game developers the freedom to make their
games whatever aspect ratio suits them, so long as it fits within typical pixel dimensions. Anna
Anthropy’s dys4ia (2012) uses a 4:3 aspect ratio even though it is primarily played through a
web browser on devices with screens that can accommodate any aspect ratio.

Simulation of Depth

The simulation of depth in two-dimensional images is an idea that goes back quite far in
the history of visual art. For centuries, West European artists strove to create the illusion of
dimensional space; it is out of this desire that linear perspective was developed and codified
by the Italian architect Filippo Brunelleschi. For screen-based games, the most noticeable
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form of dimensionality is that of the simulation of depth, or lack thereof, in the spaces
represented on the screen. There are five kinds of simulated depth in games relevant to
this chapter: two-dimensional, simulated three-dimensional, “2.5-D”, 3-D that uses stereo-
scopic imaging techniques, and three-dimensional graphics created within two-dimensional
images on a single screen (a more complete discussion of the subject is found in Wolf,
2008). Each of these methods impacts not only the appearance of video games but also the
ways players can engage within the play space.

Two-Dimensional Games

Two-dimensional games are those that represent the game world along the horizontal, or
x-axis, and vertical, or y-axis, to simulate a flat world. This approach to video game images
has been with us since the beginning. Indeed, Tennis for Two, an early screen-based analog
computer game, and Spacewar!, an early digital computer game, both represent a simulated
two-dimensional space. Tennis for Two positions an implied camera in front of the play
space, creating the appearance of a tennis game seen perpendicular to the net. Spacewar! is
seen from above the play space, looking down at the two spaceships as they move along a
single plane in outer space.

Two-dimensionally represented video game spaces typically position the play action
along a single plane. Defender (Williams Electronics, 1980) is a classic example. All ene-
mies and people are positioned along this plane, creating a clear representation for the
player to interpret and act within as their play experience unfolds.

Because all elements in a simulated two-dimensional space are on a single x—y plane,
their representations are proportionately sized and positioned within the play space in
order for players to perceive all elements as logically organized for their role in the game.
In Super Mario Bros. (Nintendo, 1985), the top edge of the ground is used to establish the
plane along which all play activity will occur. Blocks, pipes, gumbas, coins, and, of course,
Mario all appear to move along this implied plane. Mountains and clouds, however, appear
in a scale that makes them clearly part of the background, and not elements of concern for
gameplay. To some degree, the illusion of planes moving back in depth is created through a
combination of color and line. Background elements tend toward more desaturated colors
and have thinner black outlines. These visual strategies, borrowed from early twentieth-
century animation techniques used in films such as early Disney animation, allow the back-
ground elements to recede and draw less of the player’s attention.

Simulated Three-Dimensional Games

A similar approach is found in games where the illusion of depth is pre-rendered in the
background (Wolf, 2008). Mario Bros. (Nintendo, 1983) is a useful example; the pipes at
the top and bottom of the screen have the appearance of z-axis depth to them, yet they are
flat graphics. The illusion of depth is heightened by the seeming emergence of and exit of
the enemies from the pipes.

2.5-D Games

Pseudo-three-dimensional games, also called 2.5-D games, create the illusion of three-
dimensional depth through the use of overlapping two-dimensional planes of graphics.
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Here, there is an implied depth dimension, or the z-axis, that recedes in space in the back-
ground. This creates the sense of a deeper play space, and indicates that the play experience
will take place on more than a single x—y plane.

In some cases, two-dimensional assets are created that include the illusion of dimen-
sional space, while in others, three-dimensional graphics are used. SimCity 2000 (Maxis,
1994) is a classic example of the former, where two-dimensional assets create the illusion of
depth. An isometric view gave players the advantages of a top-down view and a side view,
providing a more interesting view of the objects in the space (Wolf, 2008).

The other version of 2.5-D video games occurs when the game world is produced using
three-dimensional graphics, but gameplay is confined to a single-plane space, as in two-
dimensional games. LittleBigPlanet (Media Molecule, 2008) is a perfect example. Though
the game world appears to have depth, gameplay is limited to movement first along a single
plane and later along several parallel but distinct planes of activity.

Earlier games such as Alone in the Dark (Infogrames, 1992) used two-dimensional
environments on which three-dimensional characters and objects were placed. The three-
dimensionally modeled and animated player-character appears to move through a dimen-
sional space, though it is positioned atop a flat background. The player-character appears
to move freely through the space until s/he encounters an object such as a table or a chest.
Upon touching the object, the player-character’s movement stops. This technique produced
the illusion of movement through depth.

Stereoscopic “3-D” Games

“3-D” games are those that use stereoscopic imaging techniques that take advantage of the
way human vision produces a single dimensional image from the discrete images produced
by each of our eyes. The classic example of stereoscopic images is the View-Master (1939),
which uses two images of the same physical scene shot from two adjacent views that are
separately viewed through binocular lenses.

Two early video game uses of stereoscopic imaging are TomyTronic 3D games (Takara
Tomy Ltd., 1983) and Nintendo’s Virtual Boy system (Nintendo, 1995). On the one hand,
TomyTronic 3D games such as Planet Zeon (Takara Tomy Ltd, 1983) used two LCD panels
that showed slightly different angles on an outer space corridor along which rockets trave-
led to create the sense of real depth when the player looked through the two viewfinders.
The Virtual Boy, on the other hand, used LED screens to create a similar effect in games
such as Mario’s Tennis (Nintendo, 1995), in which the player sees Mario’s back as he plays
a game of tennis. More recently, virtual reality (VR) games use stereoscopic imagery to cre-
ate the perception of dimensional space. Whereas View-Master were still images, VR allows
time-based and surrounding imagery.

Three-Dimensional Games

Compared to other types of games, the simulation of depth in three-dimensional games
is more complete, tying the illusion of depth together with the simulation of free move-
ment through the simulated space using the mathematical modeling of three-dimensional
environments, characters, and objects. Game engines such as Epic’s Unreal Engine or Unity
Technologies’ Unity allow the creation of two-dimensional game environments that repre-
sent space that recedes in space. Instead of limiting player movement to a single plane, or
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to a series of parallel planes, three-dimensional games allow more open play movement
into the depth of the play space. Crash Bandicoot (Naughty Dog, 1996) is an early three-
dimensional game that provides this open-ended play experience.

The illusion of depth and openness creates a play expectation of freedom of exploration,
so the design of the environment is used to indicate where the player-character can and can-
not go. The use of walls, cliffs, and sloping surfaces were developed to provide the visual
language of which spaces can and cannot be explored. DOOM (id Software, 1993) uses
three-dimensional models to produce a space that appears fully open and explorable. As a
result, the only limitations that appear to limit player-character movement are environmen-
tal obstacles such as shut doors, ledges that drop into deep holes, and walls. More recent
games such as Halo 4 (343 Industries, 2012) and Call of Duty: Black. Ops 2 (Tryarch,
2012) create environments that use natural (hills, cliffs, rivers, etc.) and man-made objects
to define the play space, creating a field of sorts on which the game takes place. Anything
that is not impassable is assumed to be open for player exploration in these games.

Games Beyond Three Dimensions

Video games explore dimensionality in ways that move past typical two-dimensional and
three-dimensional logics. For example, Line Wobbler (Robin Baumgarten, 2015) is a dun-
geon crawler taking place in a single dimension. The entire play experience takes place on
a single strip of LED lights that represents the player, the enemies, and the environment
navigated and interacted with via a custom joystick.

The Unfinished Swan (Giant Sparrow, 2012) plays with two-dimensional and three-
dimensional representations building off an empty implied two-dimensional plane. The
game starts as a blank slate or zabla rasa that is given presence and depth when the player
paints on the blank canvas.

Games like Monument Valley (UsTwo Games, 2014) and Fez (Polytron Corporation,
2012) play with the relationship between two-dimensional images and three-dimensional
worlds. In Monument Valley, the player navigates Princess Ida through isometric views of
buildings, with elements that change their spatial relationships as the buildings, or parts of
them, are rotated. The game draws on the illusionistic visual art of M. C. Escher and simi-
lar artists creating illusionistic images. Fez similarly plays with the ways three-dimensional
images are created through two-dimensional images. Fez differs in its use of a seemingly
flat, pixel-based world that is actually on the surface of a voxel, or three-dimensional cube.

Miegakure (MTB Design Works, Inc., forthcoming) is a game primarily displayed in
isometric three-dimensional art. The player can rotate two-dimensional images to navigate
three-dimensional space to reveal a fourth dimension similar to Monument Valley and Fez.

Depth of Story World

The depth of a game’s story world is the third kind of dimensionality to consider in video
games. Depth as a narrative concept is borrowed from film and literature, where it speaks
to the amount of information available about a character or a situation the viewer or reader
can use to understand and interpret what is taking place. The story world of a game can
be quite simple, providing only the most basic context for the goings-on of the game, or
complex and nuanced, including meaningful interactions with the game’s goals, mechanics,
and progression.
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The depth of a narrative is impacted by the range of information provided. This speaks
to the breadth of the narrator in the case of literature, and of the cinematography and
directing (and sometimes, the narration) in film. A novel such as To Kill a Mockingbird
(Harper Lee, 1962), on the one hand, has limited range, as its story is told from Scout’s
point of view, a young girl who does not fully grasp what is happening around her; The
Lord of the Rings (J. R. R. Tolkien, 1954-1955), on the other hand, has greater range
because of the narrator’s omniscient understanding of the goings-on in the story. The more
range a narrative has, the greater the potential for depth.

In the context of video games, the range of information differs from literature and is
closer to film. Games are seen rather than read (with the exception of text-based games, of
course), and so the range of information is limited to what we can see and what we can do.
A game such as Asteroids (Atari, 1979) provides the player with the full range of informa-
tion available given the fixed position of the “camera” on the play space. Yet the depth of
information is shallow, as all we ever know about the actors — the player’s ship, the aster-
oids, and the two flying saucers — is embodied in their appearance and behaviors within
the game. There is no additional in-game narrative context or information available to the
player beyond what is on the screen during gameplay. This was supplemented by arcade
cabinet art, game packaging, manuals, and other materials around, but not in, the game.

Contrasting with this is a survival horror game such as Silent Hill (1999). The range of
information provided is often narrow, as we only can know what the player-character can
see within the expansive game world. Yet the game is much deeper in its development of
the player-character, the environment through which the character moves and acts, and the
situations the player engages. The use of steep, overhead camera angles combined with tight
framing limits the player’s ability to see the environment, which builds suspense. The depth
of information comes through the player-character’s voiceover, the objects encountered
while navigating the game world, and through the player’s abilities and power as they pro-
gress. Silent Hill therefore has a greater degree of narrative dimensionality than Asteroids.

It should be noted that not all games are intended to provide a story experience. Aster-
oids can be said to have more of a theme — a spaceship in an asteroid belt populated by a
few alien ships — than a story. Silent Hill, however, is clearly a story-driven play experience.

Decision Space

The last form of dimensionality relating to video games is the decision space of a game.
The more complex a game’s mechanics, goals, resources, etc., and the larger the play space
within which the game is contained, the more depth there is to the decision space. The deci-
sion space of a game can also be called the space of possibility, a term also popularized in
Rules of Play: Game Design Fundamentals (Salen & Zimmerman, 2003, pp. 66—67). The
basic idea is that a game has a designed space of possible decision points defined by the
overlap of the game’s goals, the mechanics of the game, the rules of the game, the resources
available, the play environment, and, should it be a multiplayer game, the other players’
actions. There are a number of factors that influence a player’s understanding of a game’s
decision space: perfect and imperfect information, progression and emergence, game goals,
game mechanics, player perceptions of available decisions, and a player’s lived experience.

Meaningful play is a concept originating in Salen and Zimmerman’s Rules of Play (2003,
pp. 61-67) that elucidates on the quality and quantity of choices a player encounters and
makes during gameplay. Qualitatively meaningful choices are those that have a real impact
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on the player’s experience, including their pursuit of in-game goals. Quantitatively mean-
ingful choices are those that provide the player with multiple options for their decision.
Chess is a game with both qualitatively and quantitatively meaningful choices. Each move-
ment of a token in a game of chess has lasting ramifications for the player’s likely success
or failure in the game, and there are always numerous options during the game up until the
last couple of moves in the game. Monopoly (Parker Brothers, 1934) has fewer qualitative
and quantitatively meaningful choices as player movement is dictated by the rolling of a die,
leaving only the option of buying an available property, or not.

Perfect and Imperfect Information

Perfect and imperfect information are the two kinds of information spaces that games can
have. In a perfect information game, all information about the game and its state is made
visible to the player. A classic non-digital example is checkers. Everything the player can
know about the game is visible on the board, allowing him/her to make decisions with all
available information.

Poker is a classic imperfect information system. The initial unknown information comes
from the random shuffle of the deck of cards. Which cards will be dealt at any moment is
not known. The second cause of imperfect information comes from the cards held by the
other players, which the player cannot see. These combine to give the player incomplete
information for making their decisions. So, a player must weigh the visible information
against the unknown information as part of his/her decisions about which cards to play,
when and if to bet, when to fold, etc.

Dungeons & Dragons (TSR, 1974) is a different form of imperfect information. Here,
information is available through character sheets, through the dungeon master’s storytell-
ing, and through the outcomes derived through the rolling of dice and the world building
and scenarios introduced by the dungeon master.

In video games, things are more complex, but we still have perfect and imperfect infor-
mation games. For example, Space Invaders (Taito, 1978) provides the player with almost
all pertinent information, but not all. The player does not know when the flying alien will
pass across the top of the screen, or when the aliens in the formation will shoot.

In World of Warcraft I1: Tides of Darkness (Blizzard Entertainment, 1996), the maps are
known, as are the locations of the gold mines. What is not immediately visible, however, is
what (and who) is found in unexplored terrain and in unoccupied terrain. Unexplored ter-
rain is displayed as solid black on the player’s inset map. Territory that has been explored
but that is not currently in the player’s primary field of vision allows the player to know the
terrain as well as the presence of opponent forces. This use of “fog of war” makes World
of Warcraft II an imperfect information system for the vast majority of the play experience.

Affordances

Adding to a player’s understanding of what they can and cannot do inside a game is the
concept of affordances. Originally conceptualized by J. J. Gibson in his essay “The Theory
of Affordances” (1977), affordances were popularized by Donald Norman in his book
The Design of Everyday Things (1988). Affordances are qualities of an object or being
that suggest its or their use or abilities. For example, a hammer suggests its use through its
appearance. The handle looks like something we would hold, while the metal ends suggest
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they are good for hitting or prying things. Affordances can further be divided into percepti-
ble, hidden, and false categories (Gaver, 1991). A perceptible affordance is one that can be
seen. A hidden affordance is one that exists but is not visible. A false affordance is one that
appears present but is not actually a property of the object.

In video games, the appearance of an object factors into its potential use and value in the
game (Pinchbeck, 2007, 2009). In video games, affordances come into play in many ways —
can the player go there, pick that up, climb that wall, jump across that span, etc. Half-Life
(Valve, 1998) and its crowbar is a classic example of how a video game communicates a
choice to a player. Prior to encountering the crowbar, the player sees very little that they
might want to pick up. When the crowbar is encountered, it is given a place of prominence
to increase the likelihood the player will see it and try to interact with it. Uncharted 2:
Among Thieves (Naughty Dog, 2009) provides players with clear information on what can
and cannot be climbed. In most cases, climbable surfaces have brightly colored “handles”
that the player can see and, just as importantly, perceive as within reach.

The amount and quality of information available to a player, the organization and scaffold-
ing of the challenges a player encounters, and the player’s perception of what they can and can-
not do within a game all work together to define a game’s decision space. The richer and more
meaningful the decision space, the deeper a game can be. Factored into this are the experiences,
identities, and beliefs of the player. If a player has used a crowbar to open a can, then they may
also assume this is possible in a game. A player’s life experiences can have the effect of broaden-
ing, reinforcing, contradicting, and/or narrowing how that player experiences the game.

Conclusion

These factors all contribute to what a player perceives as their choices when playing a
game: what they can see, what they do, and how they make decisions to reach their goals.
Dimensionality, in all its forms, is not only a consideration of both the design and develop-
ment of video games but also of the qualities and depth of players’ experiences. The aspect
ratio of a game dictates the game’s shape and therefore how the game should be composed
on the screen. The method for simulating depth in two-dimensional imagery impacts how
a player interprets the game space and establishes how a player will move and act within a
game. The simplicity or complexity of a game’s story world impacts the degree to which a
player engages narratively with a game. The depth of a game’s decision space factors into
the richness of a player’s experience.
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Martin Picard

A level usually corresponds to a unit of place (and time) in the progression of a game. Each
level normally has a setting that differentiates it from previous levels. Sometimes called a
map, or even a world, a level is thus a stage in a video game as it is simply a recognizable
subspace inside the more general game world. Levels are distinguished by various charac-
teristics: environment, typography, enemies, objectives, difficulties, etc. They are “discrete
virtual locations containing tasks that must be accomplished before players can advance”
(Laidlaw, 1996, p. 122).

In game design theory, a level usually refers to the different locations constructed by the
level designer that the player must explore and complete in order to finish a game. Level
design is a crucial phase in game design. Several designers, critics, and scholars have writ-
ten about the importance and functioning of the game level design, such as Chris Craw-
ford (1982), Andrew Rollings (1999), Cliff Bleszinski (2000), Steven Chen and Duncan
Brown (2001), Richard Rouse (2005), Phil Co (2006), Jeannie Novak and Travis Castillo
(2008), Rudolf Kremers (2009), and Christopher W. Totten (2017, 2019). In his book,
Rouse defines the level as such:

[The level] refers to the game-world of side-scrollers, first-person shooters, adven-
tures, flight simulators, and role-playing games. These games tend to have distinct
areas that are referred to as “levels.” These areas may be constrained by geographi-
cal area (lava world versus ice world), by the amount of content that can be kept in
memory at once, or by the amount of gameplay that “feels right” before players are

granted a short reprieve preceding the beginning of the next level.
(Rouse, 2005, p. 450)

Level design is much more than the creation of playable maps; it is the consideration of
many parameters such as the gameplay in general, the development and progression of the
player, or the credibility of the map in the sole purpose of providing a fun experience. In
game industry, level design is realized by the collaboration of various trades (designers, pro-
grammers, animators, sound designers, etc.) under the responsibility of the level designer.
They all must meet the objectives set by the game designer while meeting gameplay criteria.
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Level Design and Genre

The peculiarity of level design, and of game design as a whole, comes mainly from the fact
that it differs more or less considerably depending on the genre. Each video game genre
has its particularity about the design of a game level. Level design does not work the same
way as it does for a platform game, an (action) adventure game, a fighting game, or a role-
playing game (RPG), just to mention a few genres that have been significant in video game
history. Nevertheless, all these genres emphasize the importance of level design as the main
creation of the game space. While this space is not always explorable, as in fighting games,
for example, the use of space by the gamer is fundamental to the gameplay.

Platform Games

In platform games, the main emphasis is on the player’s ability to control the movement of
his/her avatar. The avatar must normally use platforms (by jumping on them) to explore
space. Platform games offer a simple goal that usually requires the completion of several
levels filled with traps and enemies to avoid or eliminate. The levels’ difficulty increases as
the player advances through the game, as well as the enemies’ strength, down to the “final
Boss”. For example, the exemplar of these games, Super Mario Bros. (Nintendo, 1985),
contains eight different worlds, which are themselves divided into four sub-levels (stages)
that must be traversed in order to complete the game (Figure 22.1).

Since Super Mario Bros., the genre usually relies on a simple quest to accomplish,
stretched across a world many times the size of a screen, represented by side-scrolling, with
power-ups (or increased power bonuses) that improve, usually temporarily, the features or
abilities of the avatar.

As a very popular genre during the 1980s, platform games have had a great influence in
the evolution of game level design, even during the advent of 3-D games, which have mixed
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Figure 22.1 The four stages or sub-levels in the first world of Super Mario Bros. (1985).
Source: http://VGMaps.com: The Video Game Atlas.
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platform game mechanics with other genres (such as first-person perspective action games,
action-adventure games, etc.). The strong point of this genre, which has helped develop the
way three-dimensional space is interactively represented, is based on the gradual unfolding
and discovery of the game space and a simple video game mechanism influenced by the
theme of the game (the enchanted kingdom of Super Mario Bros., the interplanetary travel
of Super Mario Galaxy [Nintendo, 2007], the interior of a brain in Psychonauts [Majesco,
2005], etc.).

Action-Adventure Games

Distinctively, in the adventure game genre, exploration and investigation are essential tasks
needed to solve the various puzzles encountered in each level. Action-adventure games have
added an active dimension (fighting, jumping, racing, shooting, etc.), becoming the most
varied genre, as for example in the rich exploration of different worlds and levels in the
Tomb Raider series (Eidos, 1996—present). This genre is strongly attached to action and
adventure movies, hence the highly cinematographic or narrative aspect of most of these
games. Since action-adventure games are based on multiple worlds or areas to discover one-
by-one and narratively separated in chapters, the division of a game world into levels was
a crucial step in the development of game space, from its architectural structure (in which
objects are placed) to its aesthetic style. However, as technologies in game development
evolved, structures in levels in this genre of video games became less and less recognizable
in order to create a more fluid experience; a good example being the Uncharted series (Sony
Interactive Entertainment, 2007-present).

Fighting Games

Fighting games involve a very different type of level design from other video game genres,
since gameplay is based solely on the close combat of two belligerents inside an arena. The
space is not a world to explore, but rather a circumscribed area in which the axial move-
ments are the key to gaining the upper hand over the opponent. While space is strongly
bound to the execution of combat, it also serves as a thematic structure to position the fight
within a particular visual and narrative background, for example, based on the nationality
(or other socio-cultural stereotypes) of the enemy that one fights, as is the case in the Street
Fighter series (Capcom, 1987—present). Even more than games based on exploration, space
in fighting games contains visual spectacle, while its static aspect makes this space more of
a “tableau” than a level. Developers use clichés associated with each theme represented in
order to clearly mark the location and the theme of the fighting environment.

RPGs

The term “level” is also used in RPGs, but with different meanings. It can refer to the
degrees of difficulty in the game, to the amount of strength and experience that a character
has (a fifth-level fighter versus a second-level wizard), or to the depth of a dungeon (the
third level of a dungeon). RPG mechanics are also distinct from other genres. The explo-
ration of a vast space is critical, but space is not necessarily divided into levels. The way
the space is designed, whether or not the player can explore every element of this space,
is to convey a sense of openness —a map or territory to explore and unfold. The leveling
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system, in which characters need to level up in order to beat more powerful enemies, is bor-
rowed from tabletop RPGs. Strongly reminiscent of the tabletop RPG Dungeons ¢& Drag-
ons (Gygax & Arneson, 1974), game challenges are mostly in the form of quests, including
fighting against monsters (often in a distinct screen or space) and managing an economy
of weapons, magic, and party (of controllable characters and non-player-characters). The
environments are mostly generic, with the usual dungeons, castles, and medieval cities asso-
ciated with the genre of heroic fantasy.

The Functions of Level Design

Since level design depends strongly on a game’s genre, and thus has a different role to play
in each of them, we can infer that level design has three main functions: a structural or
architectural purpose (tied to spatial design), a ludic role (defined by gameplay efficiency
and segmentation), and a narrative function. These functions are obviously not exclusive
to each other, as level design is a complex component of a game system containing multiple
layers of meaning, as I demonstrate here by explaining each function separately.

Spatial Design

Like urban space, the possibilities of actions in a virtual world are not without limits.
Behind these spaces, there is always a “designer” who places objects in space and creates
the settings (except for games with procedurally generated levels, such as in roguelikes, but
they still need to be coded by someone). In the city, it is the urban planner or the architect.
In video games, it is the level designer, in which his/her creative tasks are often compared to
the practice of architecture (see, for instance, von Borries et al., 2007).

Lev Manovich (2001) emphasizes two key aspects regarding the question of space in
video games: the navigation of three-dimensional space and level structure (pp. 244-273).
The video game world of DOOM (id Software, 1993) follows the usual conventions of
video games by its constitution in dozens of levels. The game Myst (Cyan, 1993), mean-
while, contains different “worlds™ (islands known as “Ages™) that do not need to be visited
in any particular order during the game, making them different from a traditional level
structure that implies some kind of progression. In fact, these two games exemplify the two
main ways to construct the game world in “levels”. As we have seen in the previous section,
which also served to underscore the importance of space in game design, while most action
and platform games are divided in levels that are quite similar to each other with respect to
their structure and appearance, the worlds of adventure and games of emergence, such as
Myst, are distinctly different. Level design can then be as much the creation of an enclosed
and segmented space as an open and exploratory space.

Many action games are still linear, where the main purpose is just to go forward and
fight enemies or bypass them in order to accomplish the required objectives. The most
effective way to build this type of space is to develop a labyrinthine environment or a map
constructed of several rooms or separate areas demarcated by concrete (gates, transporta-
tion, etc.) or metaphorical boundaries (screen changes or cut-scenes that indicate a new ter-
ritory or level to explore). In order to properly lead the player in this environment, certain
areas cannot be accessed or are blocked by “physical” or even “invisible” walls (Egenfeldt-
Nielsen et al., 2008, p. 97). The action is also scripted, where the passage of an avatar in
a specific location triggers a new action (for example, enemies suddenly appearing) or an
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event (such as a cut-scene). The environment and all the characters encountered during
the game (such as the movements of monsters run by artificial intelligence) are thoroughly
prepared and planned during level design.

Gameplay Segmentation

A world can’t be built in isolation. Every facet of the video game development process is
organically interrelated with the requirements of others. In a game, an artist explains in
Steven Poole (2000), “the early levels are all meadows and open spaces to get the player
comfortable with the character” (p. 212). The terrain is designed expressly to optimize
gameplay. Therefore, another crucial step in level design is the design of gameplay. So that
the players can immerse themselves in the game world, the entire space must be consistent.
There must be a harmony between the objects’ dimensions, the achieving path, and the
game style.

One of the most fundamental aspects of the game level for the design of gameplay is that
it allows a “segmentation of gameplay”, as explained by Zagal et al. (2008). Segmentation
of gameplay is for the three authors a useful concept to capture the function that design
elements such as levels, bosses, and waves (of enemies) fulfill in games. Put simply, it refers
“to the manner in which a game is broken down into smaller elements or chunks of game-
play” (Zagal et al., 2008, p. 176). Segmentation of gameplay can manage and control the
development of the gaming experience through level design:

Segmentation of gameplay . . . is not new or particular to videogames. However,
videogames have greatly extended the varieties of segmentation, making the con-
cept richer and more sophisticated. Specifically, videogames have introduced new
vocabulary referring to gameplay segmentation. For instance, words such as level,
boss, and wave refer to particular ways of segmenting gameplay that have become
essential in describing and analyzing videogames. These words, however, are also
used informally, so that novel forms of segmentation are sometimes conflated under
these general terms.

(Zagal et al., 2008, p. 178)

According to these authors, there are three general modes of gameplay segmentation: tem-
poral, spatial, and challenge segmentation. Temporal segmentation concerns the limita-
tions, synchronization, and/or coordination of the activity of a player during a period of
time, while spatial segmentation is the virtual space of the game divided into sub-locations.
Some terms used to describe particular forms of spatial segmentation include “levels”,
“maps”, or “worlds”, as we have already discussed. The challenge of segmentation occurs
when the sub-units are presented as autonomous and successive challenges for the player,
usually involving a growing difficulty. In an adventure game, for example, a series of puz-
zles need to be solved by the player to go further, where each puzzle solved allows him/her
to encounter a new one. Most (contemporary) games include multiple forms of segmenta-
tion that are interrelated and/or occur synchronously.

Regarded historically, the majority of video game worlds were rarely revealed as a con-
tinuous whole but rather as a set of distinct sub-spaces explored separately, even if such
sub-spaces have been wider than the screen. Consequently, what is important in determin-
ing segments of games is whether these sub-spaces are distinguished as separate places, or if
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there are any gameplay restrictions or differences between each location. In such cases, the
player really has the feeling of traversing the space in parts, and not as an open and unique
space. Of course, most actual games attempt now to offer the player the impression of a
continuous, unsegmented, and therefore more “realistic” space (for example, in the Grand
Theft Auto series, Rockstar Games, 1997—-present, especially since the ground-breaking
third installment, Grand Theft Auto 111, 2001). However, a non-spatial segmentation does
not prevent challenge segmentation, while the gameplay division in several distinct missions
still gives the impression of game segmentation. In this sense, the notion of “level” is wider
than its spatial implementation since the temporal and challenge segmentation must also be
taken into account in designing a game world.

As Zagal, Ferndndez-Vara, and Mateas also argue, the specificity of the level is reflected
in the discontinuity of the gameplay and in the different spaces between each level. Often,
the changeover from one level to another is emphasized through the use of transitional
screens or cut-scenes. Between two levels, a cut-scene (which will usually advance the plot)
is customary, if not the presentation of scoreboards, a save screen, or just a loading screen
for the next level. However, this discontinuity must not affect the spatial cohesion, where
the art of level design is tied to the creation of diverse aesthetic motifs, which are required to
stay in touch with the general theme of a game: “As parts of a gameworld, levels are often
grouped together by representational themes (e.g., ‘ice’ or ‘lava’), or by particular aspects
of gameplay (e.g., flying’ or ‘driving’)” (Zagal et al., 2008, p. 183).

This differentiation fits within a coherent overall structure. For example, as its title sug-
gests, Super Mario Galaxy takes place in the outer space. Mario must traverse from galaxy
to galaxy to retrieve stars that will allow him to save Princess Peach. Within this general
theme, each galaxy that Mario must conquer has its own specific level with its unique aes-
thetic motifs and game mechanics. For example, in the galaxy “Honeyhive” (the second
level of the game), Mario must acquire a bee costume (a power-up) to access flowers and
eventually meet the queen bee, who will give him stars. This tool is then used to confront
the “Boss” level, a giant insect (Bugaboom) that can be defeated by flying and jumping on
his back to crush him.

In addition to their specificity and their aesthetic coherence, the series of levels exemplifies
a form of challenge segmentation since each level becomes increasingly more difficult and
usually takes more time to finish. Completing each sequence, one after the other, gives the
player a sense of progression. This feeling is particularly evident in the early arcade platform
games (that provided exemplars of level-based structure for all the action/adventure games
that followed). For instance, in Donkey Kong (Nintendo, 1981), each game screen, which is
its own level, represents a part of a skyscraper (the game is explicitly inspired by King Kong)
where the player, through his/her avatar (Jumpman, which subsequently became Mario),
must “climb the building” step by step in order to reach the upper level (the Boss level)
where s/he can rescue the princess by defeating Donkey Kong. Since they are all part of the
skyscraper, each level is “higher” than the previous one, giving a clear “sense of progression”
while maintaining a “sense of spatial relationship between them” (Zagal et al., 2008, p. 184).

Although levels in games such as Super Mario Galaxy and Donkey Kong are different,
they are still connected by unique gameplay features. The abilities developed when using
tools or devices during a level (including power-ups) are normally useful for the following
levels. Challenge segmentation, where the player must solve a series of autonomous and dis-
tinct challenging situations (perceived by the player as tests or separate tests), is inseparable
from spatial segmentation in level-based video games.
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Specific forms of challenge segmentation include puzzles, boss challenges, and/or waves
of enemies as in Space Invaders (Taito, 1978). The most obvious challenge segmentation is
the presentation of a series of riddles or puzzles to be solved before the next ones become
available. This form of segmentation is common to adventure games, where it is usual
for these games to be organized as a series of puzzles whose solutions allow the player to
advance in the game world. By contrast, the boss challenge is usually the culmination of the
game, representing a unique and highest form of challenge (but in relation with the different
skills acquired previously during the game). Beating the final boss, and thus the game, gives
the player a feeling of (challenge) accomplishment but also, more often than not, a feeling
of (narrative) closure.

Narrative Function

As mentioned by Zagal et al. (2008, p. 1935), the technological evolution of video games
(directly related to its evolution in both form and content as an increasingly narrative
medium) has allowed new forms of gameplay segmentation. Gameplay is now often subdi-
vided into narrative elements, as required by dramatic storytelling (e.g., subdivisions into
chapters, acts, scenes, etc.). In addition, the forms of gameplay segmentation already dis-
cussed are increasingly presented to the player in a narrative context. For example, we can
easily conceive today of any kind of simulation games with narrative settings. Regardless
of the historical period in which a particular title fits, the gameplay can remain essentially
unchanged (for example, in a racing game, it consists essentially of the driving of vehi-
cles). However, adding a narrative requirement to the game (as is the case, for example, in
the evolution of the Need for Speed series [Electronic Arts, 1994—present], especially since
the release of Need for Speed: Underground [2003], clearly influenced by the success of the
movie The Fast and the Furious [2001]), can add not only to the immersion or simply to the
fun of the experience but also to the understanding of the game’s objectives.

The narrative elements of video games, which are mostly influenced by literary and cin-
ematographic counterparts, are usually placed in a specific game-level structure. A video
game narrative usually contains a general structure or a set of rules that define not only
its gameplay but also its fictional environment as a segmented one, such as repetition of a
series of actions in each level (in order to accumulate more points or to master the rules)
creating a sense of narrative loops or the unfolding of the adventure story in steps that need
to be completed one by one and in a particular order (with the usual cut-scenes placed at
appropriate moments).

During its evolution, the medium of video games has established specific structures in
the development of its gameplay (and also its narrativity). The level structure acts as an
“architectural block” in the spatial design of a game, as well as a restrictive and segmented
structure for the creation of gameplay, and as a narrative strategy for the unfolding of an
interactive story. Even if this segmented structure is more difficult to detect today (unlike its
explicit presence in early arcade games), it is nevertheless still present. However, the archi-
tectural, ludic, and narrative functions of levels in video games seem clearly to be evolving
toward an “ideal” where the three could be intertwined seamlessly.
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PERSPECTIVE

John Sharp

Perspective is a wide-ranging term in the context of video games. It encompasses a means
of constructing images with the illusion of dimensionality; a set of literary conventions
relating to the point of view from which stories are told; the visual perspective from which
players see a game; a player’s perspective for seeing and interfacing with a game; and the
rhetorical perspective embedded in a game’s design. This chapter introduces each of these
forms of perspective.

Linear Perspective

The most fundamental form of perspective is linear perspective, a technique used to create
the illusion of three-dimensional space. Linear perspective employs a three-axis grid (hori-
zontal or x-axis, vertical or y-axis, and depth or z-axis) to create a mathematically derived
pictorial illusion of space.

The development of linear perspective techniques during the Renaissance emerged from
the interest in the realistic representation of the visible world in two-dimensional images.
The sense that objects appear larger in the foreground and smaller as they move into the
distance is based on pictorial construction strategies dating back to early fifteenth-century
Europe. Filippo Brunelleschi, a painter and architect, is thought to have developed the
technique. Art historians have long believed that artists during the Renaissance thought of
linear perspective as being akin to a window onto a pictorial world — we see through the
flat image and into an imagined space inside it. Though this idea has been brought into
question, it is true that the technique was an important tool in the move to authentically
represent the visible world and its depth.

Linear perspective techniques are used in all forms of non-photographic image-making —
illustration, comics, painting, animation, and, of course, video games. There are three pri-
mary methods used to create different vantage points on illusionistically represented spaces:
one-point, two-point, and three-point perspective.
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Omne-Point Perspective

In one-point perspective, a single point, also known as the vanishing point, is placed at the
middle of the horizon line. This is used to set the point to which all lines tracing along the
depth (or z-axis) of the environment will move. This simulates the sense of lines converging
in space if we stood at the center of a road looking into the distance along a long, flat road -
the road and its painted lines will appear to converge on a single point on the horizon line.

In the context of video games, one-point perspective is used to not only construct the
illusion of depth, but also constrains the player’s view of the space. Games using strict one-
point perspectival construction tend to set the “camera” on a single line in the extreme
foreground of the picture plane just above the floor plane. The camera then is either fixed
at a central point on this line, or slides along the line from side to side.

For video games, these techniques are important in both two-dimensional and three-
dimensional representations of a game’s environment. Street Fighter 11 (Capcom, 1991)
uses the illusion of receding space to articulate the various zones of the screen and their rela-
tive importance to the play experience. The foreground is occupied by the player-characters
and is clearly the primary focal point — a slightly receding stage on which the primary game
activity takes place. The middle ground, which includes the setting, is of secondary impor-
tance. It provides the “set dressing” in which the fight takes place. Finally, the background
provides tertiary visual information that is the least important to the play experience but
that still adds to the illusion of a realistic-looking environment.

The arcade game Moon Patrol (Irem, 1982) uses linear perspective in another way. The
technique of parallax is employed to create the illusion of a player’s vehicle moving through
a realistically receding space. Parallax involves horizontal planes perpendicular to the depth
axis moving horizontally at different speeds to simulate the effect of watching something
move along an open vista. The further a plane is down the z-axis (away from the viewer),
the more slowly it moves across the screen.

One-point perspective creates a sense of moving into a game’s space as well. In Tempest
(Atari, 1980), the play space is constructed using one-point perspective, which creates the
sense that the various elements are moving up the walls toward the player. In HyperZone
(HAL Laboratory, 1991), the player moves forward toward a single point on the horizon
line, even when the player’s ship moves from side to side along the horizontal plane. A simi-
lar illusion is found in Galaxy Force II (SEGA, 1988), a sprite-based corridor 3-D shooter.

Two-Point Perspective

In two-point perspective, lines converge to vanishing points to the right and to the left and
are thus often positioned at an angle from the viewing plane. So instead of creating the
illusion of all objects in the image appearing to recede toward a single point, the objects
now appear to move off toward points on either side of the horizon line. In Wolfenstein 3D
(id Software, 1992), the camera is locked onto a single vantage point that limits the player
from looking up or down. As such, the world is viewed from a two-point perspective.
Though DOOM (id Software, 1993) expanded the design of the environment to include
stairs, ramps, and ceilings of varying height, the game still limits movement on the x-axis
and z-axis.
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Three-Point Perspective

Three-point perspective provides a vantage point that views the constructed world on an
angle from both the picture plane and from the ground plane. As a result, objects are seen
from above and the side.

This technique is used in isometric games such as Zaxxon (SEGA, 1984). The impact on
the play experience is noteworthy as players are asked to mentally rotate the environment
in order to determine when to shoot, when to drop bombs, when to dodge enemy ships, etc.

Three-point perspective is also used in 2.5-D games — games that appear to have depth
created through the employment of the perspectival technique but that have static, pre-
rendered graphics. SimCity 2000 (Maxis, 1994) is an excellent example.

In games with three-dimensional graphics, this adds the ability for the “camera” to move
along both the horizontal and vertical axis and to swivel both side to side and up and down.
Quake (id Software, 1996) took full advantage of three-point perspective by allowing the
player to tilt the camera up or down, thus changing the vertical angle along with the hori-
zontal angle.

Narrative Perspective

The second fundamental form of perspective for games is that of the narrative. In literature,
the narrative perspective speaks to the voice from which the story is told. The places, people,
animals, objects, and interactions within the story are understood through the filter of the
perspective from which the story is told. In other words, the perspective functions as a filter
through which the story is presented. There are four narrative perspectives used in games:
first person, second person, third person, and omniscient. Two additional narrative strate-
gies are often employed in video games: the epistolary voice and the unreliable narrator.

First Person

First-person narratives are told from the perspective of one of the characters in the story-
world. This provides insights into the character’s thinking and their understanding of the
goings-on in the storyworld. We “see” the world, its inhabitants, and the events taking
place through the narrator’s eyes. As such, we can only know what they know and see and
do what they do. Charlotte Bronte’s Jane Eyre (1847) is a classic example in which the
reader experiences the story from the perspective of the main character.

In film, a first-person perspective is often handled through voice-overs. A classic example
in film is Blade Runner (1982). In the director’s cut of the film, there was no voice-over,
which rendered the film from an omniscient perspective. But in the studio cut, a voice-over
track narrated by Decker, the main character played by Harrison Ford, was added. This
turned the film into a first-person narrative.

In video games, first-person perspective operates differently. What differs is that the
player becomes the lens through which we see the world, rather than through a narrator’s
recounting. The player is able to control what s/he sees and, within the limits of the game’s
mechanics, what s/he does. This is one of the fundamental unique characteristics of games
as a cultural form.

An interesting take on the first-person narrator voice is found in Prince of Persia: Sands of
Time (Ubisoft Montreal, 2003). Though the game is seen from the third-person perspective,
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the story is told through first-person narration. Anytime the player fails to successfully
guide the prince through a game play sequence, the prince says something like, “No, no,
that’s not how it happened”. This handling of fail states positions the game in an interesting
narrative position — it is both first person in the literary sense and also omniscient in that the
prince knows things we do not as the player about how the story should unfold.

Second Person

Second-person narrative is when the reader is placed inside the story through the use of the
pronoun “you” to describe the primary actor. This device was used in Choose Your Own
Adventure books as it provides an active role for the reader. In games, this method is most
famously used in text-based adventure games such as ADVENTURE (Will Crowther and
Don Woods, 1976) or Zork (Infocom, 1979). The world is described for the player, and the
player’s place in the game is represented in the second person: “You see a mailbox at the
end of a road”. or “You pick up the lamp”. This works well in text-based games as literary
conventions allow the player to occupy an active role within the gameworld.

In graphically presented video games, what would be called second-person narration —
typified by the use of the pronoun “you” in descriptions of character behaviors — would
be more readily identified as the third-person vantage point seen in “over-the-shoulder”
cameras such as in The Last of Us (Naughty Dog, 2013) or Tomb Raider (Core Design,
1997).

Super Mario 64 (Nintendo, 1996) has a peculiar narrative twist that makes it technically
a second-person perspective, though it is more comfortably a third-person vantage on the
world. Lakitu, typically an enemy, becomes the camera operator throughout the game. We
therefore see Mario through Lakitu’s eyes. This is more a narrative conceit than anything
else, but it is technically the second-person literary voice employed in a game.

Third Person

Third-person perspective is typically narrative presented by an outside voice, someone
outside the story who observes or knows about the goings-on inside the storyworld. Third-
person address can further be divided into subjective and objective categories. Fairy tales
such as “Little Red Riding Hood” and “Goldilocks and the Three Bears” are third-person
perspective. On the one hand, subjective third-person address allows the narrator access
to the thoughts of one or more characters within the story. Objective third-person address,
on the other hand, does not allow the narrative voice insights into the thoughts of the
characters.

In games, third-person perspective is difficult to identify as either subjective or objective.
The play experience is understood objectively through the information provided by the
game but subjectively through the player’s control of their character.

Ommniscient

A variation on third-person perspective is the omniscient voice. This is an all-knowing
perspective — a narrator who knows everything about the storyworld and vyet still resides
within it. The omniscient narrator is privy to knowledge unavailable to characters within

181



John Sharp

the storyworld, including waiting surprises, proper interpretations of events, and backstory
elements. This additional information provides greater depth beyond what is available in
the storyworld, thus enriching the narrative experience.

The omniscient voice is most clearly present in tabletop role-playing games such as Dun-
geons & Dragons (TSR, 1974). The dungeon master is in a position of knowing far more
than the players. This differs from traditional storytelling, however, as the player is also a
character and so can only know what is taking place within the game. In video games, the
omniscient voice is quite rare, as games intentionally leave the player to discover the story
and, more importantly, to generate it through their play.

Epistolary Voice

This is a particular technique for delivering information through written materials — letters,
diaries, books, etc. — within a story. In games, this has become a tried-and-true method for
providing backstory. Myst (Cyan, 1993) provides the vast majority of the player’s under-
standing of the gameworld through books and video letters. In more recent games like Gone
Home (The Fulbright Company, 2013), players find notes scattered throughout the world
that provide them with information on characters, places, events, and backstory elements.

Unreliable Narrator

A particular spin on narrative voice comes through the unreliable narrator. This is a char-
acter or narrator that misunderstands or is confused about the goings-on inside the sto-
ryworld. Given the player-driven story progression of games, this is a challenging device
to use. Still, there are examples, including Braid (Number None Inc., 2008) and Heavy
Rain (Quantic Dream, 2010). Tim, Braid’s player-character, has the impression that he can
undo the mistakes he made that led to the loss of his princess, whom he must rescue from
a monster. In the end, the player discovers Tim is in fact the monster, and the princess has
fled to escape him. And there is a similar surprise at the end of Heavy Rain. The unreliable
narrator is a difficult literary technique to use in video games, as the player controls the
primary character (if there is one) and so needs to sense that s/he is working with actionable
information about the goings-on in the gameworld.

View Perspective

View perspective relates to how the player sees the gameworld. In video games, the view
perspective ties together the visual construction of the gameworld with the narrative per-
spective. There are three visual perspectives: first person, second person, and third person.
The view perspective differs from the narrative perspective in that the view perspective is
about what is seen, not how the story is told.

First Person

First-person point of view is the vantage point through which the gameworld is seen through
the character’s eyes. This is the transposition of first-person narrative perspective. This cre-
ates a direct connection between the interface — the mouse on PC and Mac games, the left
stick in most console games — and the player’s ability to see the world.
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The traditional approach to first-person perspective in a game was first used in Wolfen-
stein 3D (id Software, 1992) and refined through id’s DOOM and Quake. The player
looks out onto the gameworld as if the screen were the player’s field of vision. Seeing the
gameworld through the player-character’s eyes has become the primary way first-person
shooters present the gameworld to the player. Often, the player can only see their weapon-
equipped arm.

Second Person

Second-person point of view is seeing the character through another character’s eyes.
Because second-person narrative involves a narrator who tells the reader about their
actions, we could loosely consider all screen-based video games to be second person. But
because the player typically controls themselves within the game, we do not say that games
use second-person visual perspective.

Second-person point of view is infrequently found in games. The best examples are table-
top games such as Dungeons and Dragons and text-based adventure games such as Zork or
A Mind Forever Voyaging (Infocom, 1985). In a tabletop game campaign, for example, the
dungeon master describes the goings-on from a second-person perspective: “As your party
walks into the mouth of the cave, you encounter a massive spider inside a pit”.

Third Person

Third-person perspective is common in many video games with three-dimensional graphics
when the player needs to see his/her character in the context of the play space. There are
five primary ways this is handled: over the shoulder, rear view, axonometric, top-down, and
front view.

Over-the-shoulder vantage points are found in games such as Uncharted 2: Among
Thieves (Naughty Dog, 2009) and Resident Evil 4 (Capcom, 20035). Both locate the cam-
era in a persistent location over the player-character’s shoulder, which allows the player
to see their avatar situated inside the world while still making clear who the player’s
character is.

Massively multiplayer online games, including World of Warcraft (Blizzard Entertain-
ment, 2004), default to a third-person perspective that places the camera behind the char-
acter (though players can also opt to see the game from a first-person perspective). This
has the effect of creating a clear focus on the player-character while providing a more com-
prehensive view of the gameworld. It also creates a sense of separation from the character,
almost making the avatar more of a “puppet” in the player’s hands.

Axonometric-view games use a similar technique, though even further pulled back. In
games such as Crystal Castles (Atari, 1983), the player’s avatar moves throughout the game
space that needs to be seen as a whole, and so the player is given a fixed vantage point
above and at an angle to the vanishing point. Axonometric is also used in Advance Wars
(Nintendo, 2001). In this case, the player needs to see a large swatch of the gameworld in
order to keep up with numerous player-controlled resources.

Real-time strategy games such as StarCraft (Blizzard, 1998) and Civilization V (Firaxis
Games, 2010) use a third-person perspective as well, though with the camera pulled back
much further to expose the player-controlled elements in an equal way to elements con-
trolled by either other players or by the game itself.
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Top-down or overhead games such as Tank (Atari, 1974) have an even more pronounced
separation between the player and their representations in the game. This from-above van-
tage point creates an objective view of the gameworld.

Front-view games such as Space Invaders (Taito, 1978) use a similar visual objectivity,
but with the player looking out at the gameworld instead of down at it.

Player Perspective

The construction of the world, the point of view from which the story is told within the
game, and the vantage from which the player sees the world all build the player’s perspec-
tive on a game. Even the simplest video game is framed by these interlocking elements to
build up who the player is, what s/he does, and how s/he feels during the play experience.
The player’s understanding of himself/herself is constructed out of a number of elements:
the way the player is represented (via an avatar, as a controller of elements, etc.); what the
player can do (e.g., shoot, run, climb, pick up, etc.); the micro- and macro-goals assigned
to the player (climb the wall, eliminate enemies, save the princess), among other criteria.

Who the Player Is

The character or role the player assumes — a space marine, an archaeologist, an elf, a god-
like controller, a plumber, a rocket ship — is one important layer of framing inside the game.
This provides the player perspective on what s/he can expect to be asked to do, how s/he
can achieve those goals, and ultimately whether or not s/he perceives a game to be some-
thing s/he will want to play. There are many approaches to constructing a player’s under-
standing of who s/he is in the game. These include the visual characteristics, through the
attributes they have, through backstory, and through in game narrative elements.

The avatar appearance creates certain expectations in a player. The appearance of Colt
in Deathloop (Arkane Lyon, 2021) suggests he will be strong, agile, and prepared for
adventures based on his demeanor and attire. In role-playing games, a character’s abilities
are visually represented. A character with a long sword or an axe would be reasonably
interpreted to be best suited for hand-to-hand combat, while a character with a bow or
musket would be assumed to be best for long-range combat.

Story as well shapes a player’s expectations of who s/he is within the game. Assassin’s
Creed 11 (Ubisoft Montreal, 2009) begins with a scene that establishes the player-character
as Desmond, who is transported back in time via the Animus to assume the role of his
ancestor Ezio. In Half-Life 2, the player learns about Dr. Freeman’s reputation as a scientist
and respected resistor through non-player-character interactions.

What the Player Can Do

The actions the player can carry out during a game provide the next layer of perspective.
Can the player run, jump, shoot, climb, throw, pick up, or cast spells? In games, a player’s
understanding of their experience is through the actions s/he carries out, the impact s/he has
on the game state, and their progress in moving through the game. The player-character’s
abilities at once expand the visual cues and the narrative devices and build upon them by
establishing an action vocabulary for the player.
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The crowbar in Half-Life 2 (Valve, 2004) is a classic example. The player begins the
game with only the ability to walk and look. Before too long, the player encounters a crow-
bar, which teaches the player how to interact with objects. Once picked up, the crowbar
adds a new ability: smashing things. To ensure the player understands how to use their
crowbar in Half-Life 2, the player is put in a situation in which further progress is impos-
sible until the crowbar is employed.

What the Player Is Asked to Do

The goals of the game provide another layer of perspective. Is the player asked to seek out
treasure? Save the world? Investigate some aspect of the game designer’s life? The goals the
player is asked to achieve provide the third layer of player perspective.

What the Player Feels

These layers of perspective help generate the player’s emotional response to the game, and
the emotional response, whether it be celebratory, happy, frustrated, angry, or otherwise,
colors the player’s perspective on their play experience. If, in Half-Life 2, the player is asked
to do something that seems beyond the player’s perception of their in-game abilities — to take
down the first antlion guardian or strider s’he encounters, for example — then s/he is likely
to feel a range of emotional responses. Initially, the player will feel determination, perhaps
uncertainty. If s’he accomplishes the task, s’/he will likely feel elated, or satisfied, or a similar
positive emotion. If s/he fails the task, she is likely to feel frustration, anger, sadness, or even
resolve to try again. The representation, abilities, and goals of the game filter through the
players’ identities, experiences, and beliefs. If the game allows the player to connect to their
identity and experience, they are more likely to positively respond to the game.

Rhetorical Perspective

The player perception is framed by the rhetorical perspective embedded in a game. Rhetoric
has roots in classical Greece where it was seen as the art of persuasion. Rhetoric has since
expanded to define the perspectives embedded in a text — whether that be a speech, a poem,
a song, a film, a painting, a game, or any other form of expression. In looser terms, when
we speak of someone’s “agenda” or “point of view”, we are speaking of their rhetorical
perspective.

In modern usage, there are two layers of rhetoric inside of communications — that of the
message and that of the medium or cultural form through which the message is delivered.
And so, if someone wants to convey a rhetorical perspective about something through song,
s/he will have certain tools made available for rhetorical affect — e.g., tempo, rhythm, melody,
etc. — while others will not be available due to the constraints imposed by the form of music.

Though rhetoric has been around for thousands of years, it is only recently that we have
begun to think about the rhetorical perspective of games (Bogost, 2007). Games have cer-
tain properties that can be used for creating a rhetorical perspective: systems, mechanics,
and narrative. Rhetorical perspectives can be found in all games, but serious games are the
most prevalent type of game in which developers attempt to embed a persuasive argument
in game-form.
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Systems

The rhetorical perspective of a game begins with the underlying systems embedded in the
game. In many games, the systems are abstractions of real-world phenomena — McDonald’s
Video Game (Molleindustria, 2006) models the production and distribution of the fast-food
chain McDonald’s products, while The Cost of Life: Ayiti (Gamelab, Global Kids, 2006)
abstracts the cycle of poverty in Haiti. Real-world phenomena are abstracted down to a
tangible set of interconnected elements, each of which has attributes that operate toward a
particular outcome.

Any modeling of a system is going to include opinions about the phenomena it repre-
sents. McDonald’s Video Game sees the means by which McDonald’s sources, produces,
markets, and sells its fast food as bad for pretty much everyone but the company itself; Ayiti
puts forward the argument that education, though hard to obtain, is critical to breaking the
cycle of poverty for underprivileged Haitians.

In a game, the rhetorical perspective is put in motion by players who engage with the
system through the permitted procedures or actions. A game’s developers can model the
underlying system(s) of a phenomenon in many ways, but what happens in all cases is that
certain elements are excluded for the sake of simplification. And so, while the McDonald’s
Video Game could have allowed players to plant flowers in addition to soy, or to raise
alpaca instead of cattle, the game limits the players to either using land for raising soy crops
or cattle herds in order to more clearly make its point.

Goals and the Space of Possibility

The rhetorical perspective of the game becomes most legible through play, based on the
actions a player can enact in pursuit of the goals outlined by the game through win states,
achievements, and other mechanisms for measuring player performance. The goals set up
within a game lead players toward particular interpretations of the systemic representation.
Thus, the goals of the game suggest proper ways to act within the system. Ayiti suggests
that educating the children of your family is optimal whenever possible, and finding higher
paying jobs for the adults is the best bet. The rhetorical perspective embedded in a game
are simplifications of real or imagined phenomena. As such, they can differ from the under-
standing and expectations players bring to the game.

Ludonarrative Dissonance

The layers of rhetorical perspective within a game are difficult to align into a coherent,
legible whole. One of the ways in which they do not always work together is when the
game’s systems, mechanics, and narrative fail to work together. Clint Hocking (Hocking,
2007) coined the phrase “ludonarrative dissonance” to speak to this phenomenon in his
review of BioShock (Irrational Games, 2007). As Hocking notes, the game’s theme was pur-
portedly about free will, yet the player-character was more or less a puppet of a never-seen
character, Atlas. This created a dissonance between what the player does — move through
the world killing splicers and key non-player-characters under the direction of Atlas — and
the game’s theme.
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Conclusion

It is through these four types of perspective, introduced in this chapter, that a player’s
experience is in large part framed. Indeed, what the player sees, how the story is presented
to him/her, the role s/he plays within the game, and the rhetorical point of view presented
through the game’s play, are all very important tools for the design, play, and interpretation
of video games.
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Introduction

The very earliest video games were precisely that: games utilizing one sensory modality
only, that of sight. Unlike developments in cinema, which took several decades from its
commercial beginnings to develop a viable and reliable sound system, sound in mass-
produced commercial video games was present from the start — in the arcade machine
Computer Space (Nutting Associates, 1971), which was closely followed by PONG (Atari,
1972), whose monotonous, monophonic beeps rapidly became established as a synecdoche
for video games — although the first home console, the Magnavox Odyssey of 1972, did not
have sound. The circuit boards the arcade machines were built upon had the innate capacity
to produce tones, and this aided the faster implementation of game sound when compared
to the implementation of film sound. Since then, rapid developments in digital technologies
have created new ways to design and utilize game sound, and this, in turn, has led to devel-
opments in the player experience of and relationship to game sound.

The relationship between player and sound was initiated by Computer Space’s and
PONG:?s simple use of sound cues to indicate to the player the occurrence of important
game events. Collins (2008) points to the presence of the repetitive, musical chugging of
Space Invaders (Taito, 1978) as an early instance of a more sophisticated relationship; the
longer the player survives in the game, the faster the music becomes (along with the aliens’
movements).

Video games operate through various sensory and perceptual modalities of which, cur-
rently, the most important are vision and hearing. Sound, though, can represent events and
spaces beyond the confines of the screen to a greater extent than image. Combined with
the localization function of sound, the importance of sound to the positioning of the player
within the game world cannot be underestimated. This is particularly true in first-person
perspective video games where, for example, enemies or rival cars can be heard coming
from behind before they are seen.

Mention must be made of a special class of game that simply would not exist without
sound: audio-only games. These, of course, are not video games but audio games that might
be better classified as computer games. There is a wide variety of genres of audio-only
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games, some of which replicate with sound certain video game genres; for instance, the
audio-only version of the first-person shooter video game DOOM (id Software, 1993) and
other games found at www.audiogames.net.

Throughout this study, diegetic is used to describe those sounds arising out of the inter-
nal logic of the game world, whereas non-diegetic refers to all other sounds. This chapter
begins with a brief survey of the functions of video game sound and then moves to a short
summary of the development of game sound technology. Theoretical and empirical issues
are assessed in the subsequent section before the chapter concludes with a look to the future.

Functions of Video Game Sound

Various game genres demonstrate different experiences, particularly where those experi-
ences, and thus relationship to sound, help to elucidate the subsequent sections on game
sound technology and various theoretical and empirical approaches to game sound.
Although this section categorizes game sound as film sound is often categorized (namely
dialogue, music, sound effects, and ambient sounds), and although it often draws compari-
sons between the two, it should be stressed that game sound is not film sound. The former
is typically and fundamentally interactive, real-time, and produced according to the actions
of players, whereas the latter is usually non-interactive, fixed, and unchangeable.

Dialogue

Given technological limitations, such as storage constraints and difficulties in dealing with
non-linear aspects of games, the game dialogue or speech that is used in some video games
typically has a different role than that of film dialogue. Nevertheless, game dialogue has
some functions in common with film dialogue. For example, the accents and dialects of
game characters contribute to the mise-en-scéne and, in certain genres, aid in identifying
friend or foe (Collins, 2008), while the presence of dialogue can indicate the level of atten-
tion of game characters toward players (Jorgensen, 2009). Additionally, the emotive quality
of such utterances contributes to raising or lowering tension in the game.

As with voice-over narration in film, game voice-overs are an aid to understanding game
characters and plot as well as a means to move the action along. In video games, though,
such devices can also provide tasks and objectives for the player. Another important func-
tion in some multi-player games is communication between team members, making use of
voice-over Internet technology, which has become increasingly feasible as Internet band-
width improves.

Music

Following film sound theory (Chion, 1982, 1994), music in video games is typically described
as non-diegetic and comprises an underscore that often runs throughout gameplay. As an
underscore, music is intended primarily to serve emotion and any game narrative. Today’s
video games can come with fully scored, orchestral compositions to rival any mainstream
film. The increasing rapprochement between film composing and game composing is evi-
denced by the number of film composers who also write for games (e.g., Michael Giac-
chino, whose credits include the Medal of Honor series [Electronic Arts, 1999-2006] and
Mission: Impossible — Ghost Protocol [Brad Bird, 2011]).
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Such music serves other purposes. Not least is the use of popular music where, although
some music is commissioned specifically, the game provides a platform to re-present exist-
ing music tracks by established artists (e.g., Wipeout [Psygnosis, 1995-1996]). Music can
also provide a means to attract customers’ attention. This is particularly the case with video
games placed in noisy arcades where they must compete to earn the punters’ cash (Collins
et al., 2011). In some video games, music can be a vital diegetic component of gameplay,
and the music game genre is the prime example of this. Here, the attraction of playing is
derived from the pleasure and satisfaction of music-making. Thus, the player “composes”
throughout the gameplay of games such as Rez (United Game Artists, 2001) and Aurifi
(Four Door Lemon, 2010); musical compositions are built up from pre-supplied musical
snippets or loops through the skillful navigation of game objectives by the player. In other
music games, such as the Guitar Hero series (RedOctane and Harmonix Music Systems,
2005-2010) and Rock Band (Harmonix Music Systems, 2007), the player performs music,
often on an external, customized musical instrument, or sings through a microphone in
order to score points according to musical ability.

It can be difficult to ascertain where non-diegetic music stops and diegetic sound effects
take over. Whalen (2004) draws upon the kinesthetic practice of “Mickey Mousing” (or
isomorphic music [Curtiss, 1992]) in many early animated films to point to some of the
functions of music in cartoon-like games. The musical score rhythmically and/or melodi-
cally mimics the on-screen action. This practice typically occurs in games with a similar
aesthetic to those of Super Mario Bros. (Nintendo, 1985). For instance, when the character
Mario jumps in the air, the player hears one of a variety of ascending glissandi. Whalen sug-
gests that such isomorphic music imparts life and anthropomorphic qualities to the virtual
characters.

Sound Effects

Non-diegetic sound effects usually involve menu interface actions outside of gameplay. The
timbre and form of these sound effects often conform to the sound sets used during game-
play and thus help set the scene for the game, but their main function is merely to confirm
the user’s menu actions.

Sound effects in video games are typically diegetic, though, and are triggered by events
occurring during gameplay. These events can be actions of the game’s characters or impor-
tant game events requiring the player’s attention. Their sounds, depending upon genre, can
include footsteps, radio messages, gunshots, car engines and tires screeching on various
surfaces, balls being kicked or hit, flesh being punched, and referees’ whistles.

What typically characterizes these sound effects is that they conform to a realism of
action; do a sound, hear a sound (a play on the film sound design mantra of see a sound,
hear a sound). Many such sounds will be authentic (actual recordings of the sounds pro-
duced by those events) or, at the least, will be verisimilitudinous. This latter state derives
from the cinematic practice of dubbing sound effects and, in particular, the use of Foley
sound effects whereby a sound effect is used that approximates the sound that would be
produced by the event depicted on the screen. Through synchronization and realism of
action, the sound becomes the sound of the depicted event. Sound effects can, however, also
be fantastical; for example, platform game sounds or role-playing fantasy game sounds for
events not occurring outside the game world, and, over time, these become no less believ-
able as the sounds of those events.
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Ambient Sounds

Many video games, particularly those with elaborate and wide-ranging game worlds such
as action and adventure games, make use of ambient sounds that occur in different parts
of the game world. They are not triggered by game or player events (other than that the
player enters that particular space in the game world) and often derive from sources that are
not depicted on screen. Such sounds might include the surrounding sounds of battle, wind
through the trees, wolves howling, or birds singing.

A large proportion of ambient sounds work with image, plot, and narrative in a variety
of functions devoted to the mise-en-scéne of the game world. For instance, a large physi-
cal space depicted on the flat, two-dimensionality of the screen might be enhanced with
reverberation or sounds from off-screen. Ambient sounds can also depict diurnal rhythms
such as those sounds of fauna that become heard as day changes into night in Red Dead
Redemption (Rockstar, 2010).

Technologies of Video Game Sound

Today’s video games utilize multiple diegetic sounds that are recordings of sounds in the real
world or are specially designed, fantastical sounds crafted to match the effects or ambience of
a game world’s mise-en-scéne. Modern video games also have non-diegetic musical accom-
paniments that may be either pre-recorded tracks or stored musical scores that are produced
anew at each gameplay. Developments in game technology led to new relational possibilities
between player and sound, and it is these developments that are summarized next.

Since the circuit board used for PONG had no dedicated sound generators, a video
sync generator was used to produce the game’s synthesized tones. Through the 1970s,
arcade machines following PONG had to compete with each other in a noisy environment
(Collins et al., 2011), and soon, dedicated synthesis chips were added to these games (as
well as to home consoles). These allowed for a wider range of timbres and volumes, greater
polyphony, and the use of computerized musical scores to supplement the sound effects
with strong, thematic tunes that broadcast their siren call to arcade customers with an ever-
greater stridency.

The introduction of MIDI soundcards into home computers in the late 1980s, and the
growth of gaming on those machines, gave rise to more ambitious music and an increase
in the use of audio samples (digital recordings of sound). Such soundcards dramatically
increased the palette of timbres available and permitted more voices to be sounded simulta-
neously (e.g., the Soundblaster AWE32 of 1994 had 128 pre-set instruments with 32-voice
polyphony), allowing musical scores, programmed into the game software, to approach the
complexity and density of symphonic works.

The use of audio samples was taken further in the early 1990s with the use of large-
capacity, digital storage media such as CDs. Today, thousands of high-quality audio sam-
ples can be stored, allowing developers to introduce greater variety to sounds once limited
by small storage capacity. Multiple recordings of footsteps on a variety of surfaces, for
example, or multiple car engine sounds now provide the player with a vastly increased
range of sounds when compared to video games of the 1970s and 1980s.

Game audio engines of the mid-2000s (e.g., Valve’s Source and Crytek’s CryEngine) intro-
duced the real-time processing of audio samples. As the player moves through the physical
spaces of such games, sound effects are processed with reverberation to approximate the
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reverberation characteristics (sound perspective) of such spaces and to improve the realism
of the soundscape; even with the increased storage capacity of optical media, game design-
ers still cannot offer the same variety and range of sounds that are heard in the real world.

Theoretical Considerations and Empirical Research

Video game sound performs many functions, but all relate in some fashion to the player
of the game. Sound, together with image, story, narrative, and other social activity sur-
rounding the game, helps the player to engage with the affordances offered by the game’s
software and hardware and, thus, to take part in the game world itself. Most theoretical
consideration and empirical research on video game sound is concerned with the relation-
ship between player and sound but approaches it from different angles.

Various authors have considered the place of sound in the game’s diegesis. Much of this
thinking is a development of film sound theory (e.g., Chion, 1982, 1994), but considering
the highly interactive nature of video games when compared to cinema, while other think-
ing develops the environmental soundscape theories of Schafer (1994). Grimshaw (2008a)
proposes several instances of diegetic sound (for example, kinediegetic and telediegetic) to
describe the role of sound in first-person shooters, both single- and multi-player, while Jor-
gensen (2009) gives us the term transdiegetic in order to understand the functions of some
game music that, initially, might appear to be non-diegetic.

Another area of theory concerns itself with engagement, particularly immersion, in the
game world and how sound facilitates this. Such a topic is of interest generally in virtual
environments not least because of disagreement as to what is immersion (despite the claims
of game publishers that their game will immerse you like no other). Several authors discuss
immersion (and the related concept of presence) regarding virtual environments in the gen-
eral sense (e.g., Brenton et al., 2005; Waterworth & Waterworth, 2014) and immersion in
video games (e.g., Calleja, 2011, 2014; Jennett et al., 2008), and a few deal with immersion/
presence as it relates to video game sound. Of these, Ward (2010) makes use of Barthes’s
(1977) concept of the grain of the voice to analyze player immersion through the embody-
ing of voices heard during the playing of BioShock (2K, 2007), while Grimshaw-Aagaard
(2021) critiques assumed relationships between realism and presence.

Emotion has been argued to be a key component of player immersion, and Ekman and
Lankoski (2009) investigate the uses of sound in survival horror games to engender fear and
thus engage the player. Murphy and Pitt (2001) discuss the use of spatial sound to enhance
immersion in interactive, virtual environments, whilst Jergensen (2006) argues that realistic
audio samples make the game more immersive. Grimshaw (e.g., 2008b, 2012) analyzes the
sound of first-person shooters, particularly where the ability of the player to contribute
sound to the acoustic ecology of the game (the triggering of audio samples through player
actions and presence in the game world) is a key factor in player immersion in that ecology
and, thus, the game world.

Several empirical studies have addressed the effect of video game sound on player per-
ception and psychophysiology. Some of this relates to the reception of game sound by
consumers; for example, Wood et al. (2004) found that sound was amongst the most highly
rated features of video games. Other studies investigate the effect of sound on player per-
formance showing a deterioration in the absence of non-diegetic music and/or sound effects
(e.g., Nacke et al., 2010; Tafalla, 2007), although yet other studies on non-diegetic music
contradict this (e.g., Cassidy & MacDonald, 2009, 2010; Tan et al., 2010).
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There are several studies that assess the effect of sound on the player’s psychophysiology.
Results are mixed, particularly for quantitative, physiological studies. Some studies have
shown no significant psychophysiological effects in the presence of sound (Grimshaw et al.,
2008; Nacke et al., 2010; Wolfson & Case, 2000), while others have found significant
effects (e.g., Hébert et al., 2005; Tafalla, 2007). For an overview of psychophysiological
methods and empirical studies in the context of video game sound, see either Nacke and
Grimshaw (2011) or Grimshaw et al. (2013).

The Future of Video Game Sound

In the few decades since sound was first introduced to video games, it has developed from simple,
monophonic synthesized tones to complex musical arrangements and the use of multiple, high-
fidelity audio samples with some game audio engines able to process sound effects according to
the player’s position in the game world. Although predictions are risky, several approaches to
the design of game sound may be put forward that point to possible developments.

These approaches use new technologies and computational methods to affect the player’s
relationship to sound. Video game sound first involved real-time synthesis before moving to
MIDI and the use of audio samples, and it may be that increasing computational power will
allow a return to real-time synthesis using the developing field of procedural audio. Such an
approach creates greater variety of sound at a fraction of the storage cost required by audio
samples; coupled as the procedures are to precise assessments of the game world’s materi-
als, spaces, and characters, this could enhance player immersion because such subtle variety
is closer to our experience of sound outside the game world (see Farnell, 2011).

Other technological developments open the door to real-time synthesis or processing
of video game sound according to the player’s psychophysiological state. Commercially
available headset devices that monitor that state through electroencephalography and elec-
tromyography are likely to become increasingly utilized, especially where they allow game
audio engines to monitor, and immediately respond to, the individual player’s emotional
and affect state (e.g., Garner & Grimshaw, 2011; Grimshaw & Garner, 2014). However,
video game sound develops, it will almost certainly be in a manner that more closely, and
in real-time, integrates video game technology and the player (Grimshaw-Aagaard, 2019).
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Like novels, narrative films, and television shows, many video games can be said to have a
diegetic world, that is, an imaginary or fictional world in which game events take place and
where the game’s characters live and exist (“world” is used here in an experiential sense).
Usually, such worlds are made in support of a narrative, though worlds do not necessarily
have to contain stories, and not all of them do. Video games such as those of the Sim series
(Maxis Software/The Sims Studio, 1989—present) and other sandbox games allow players
to build imaginary worlds within certain limitations and restrictions, but there is no prede-
termined narrative that occurs there, though the player’s experiences and interaction within
the world may constitute something like a narrative. The world and its design are often
closely connected with the design of the game since exploring the world (navigation) and
learning how the world works (including everything from its machinery to its ontological
rules and its physics, which can differ from the actual world) are both often a substantial
part of what occurs during gameplay, and part of a game’s objectives and goals.

Space, Time, and Causality

As the action of most video games takes place in a virtual space over time and features
some sort of causality, the settings in which games take place are often referred to as “game
worlds”, and as such, they have a place in the history of imaginary worlds. Video game
worlds are necessarily composed of several things: some kind of geography, inhabitants,
action, and logical consequences that are the outcome of actions. Every game world has some
kind of space in which the game’s action takes place, from simple, blank, two-dimensional
playing fields that are a single screen in size (as in many early arcade games) or a verbal
description (in the case of text adventures), to vast, elaborately detailed three-dimensional
worlds with hundreds of thousands of players (as in massively multiplayer online role-
playing games [MMORPGs]). These spaces are displayed on-screen, and many games,
especially adventure games, require exploration of the game world, where other characters
are encountered, objects are found, and quests are completed. Sometimes the revelation
of game world space is the game’s main objective, though it is more likely to be a sub-
goal required by other game goals. In many games, especially those with three-dimensional
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graphics, there is usually some sense of what lies beyond the game world space that the
player’s avatar can actually visit, conveyed by backdrop imagery (which depicts an exten-
sion of the game world out to a distant horizon) that is placed around the edges of the active
game area. The indication that a world exists beyond what is seen on-screen is conveyed
through such things as maps, as well as through methods borrowed from cinema, such as
off-screen sounds, off-screen light sources, and events that occur offscreen and are discov-
ered by the player later in the game.

The inhabitants of a game world include the player’s avatar (or avatars), the avatars of
other human players, and the non-player-characters (NPCs) controlled by the game pro-
gramming. All characters, whether avatars or NPCs, usually have some sort of purpose,
motivation, and goal-orientated behavior, which may help or hinder that of the player’s
avatar (or the player’s intervention, as in the case of sandbox games where the player does
not control an avatar directly). Characters initiate action within the game world, although
action can also be initiated by the game program’s direct control of the game world itself;
for example, changing weather conditions, a diurnal or seasonal cycle, or events such as
earthquakes or tornadoes (as in SimCity [Maxis Software, 1989]). Quite often the action
of the game world’s characters directly affects the state of the game world itself, and a par-
ticular game world state may even be the game’s objective (for example, the destruction of
an evil empire, or restoration of a ruler or magical object).

Finally, a game world will operate according to some logic that it uses to assign conse-
quences to actions taken by the game world’s characters. These consequences usually are
consistent and can be expected in advance once the player learns how the world works.
Through knowledge of these consequences, players can make gameplay choices that move
the game world’s state in a desired direction. The game world’s logic determines much of
the gameplay experience and may also shape the look and feel of the game world itself, sug-
gesting guidelines for design aesthetics. Other aspects of the game world controlled by the
game engine include the physics of game events, the automatic positioning of the implied
camera that controls the player’s point of view, artificial intelligence (AI) controlling NPCs,
and the player’s interaction with the world. Learning how these things work is often impor-
tant to gameplay, and knowing how events and decisions are generated may help the player
predict some games events in advance or at least be ready for them when they occur.

Video Game Worlds and the Imaginary World Tradition

Video game worlds are also part of the imaginary world tradition, which reaches back at
least three millennia, to the first imaginary worlds found in literature (Wolf, 2012). Specifi-
cally, video games are an extension of the subcategory of interactive imaginary worlds, the
history of which can be traced back to such things ranging from dollhouses and model rail-
roading to table-top war games and which extends through the twentieth century, including
building sets, playsets, board games, and table-top role-playing games such as Braunstein
(David Wesley, 1967) and Dungeons & Dragons (TSR, 1974). Text adventure games began
as computerized versions of role-playing games, with the computer taking on the role of the
“Dungeon Master” who controlled the game. Graphical adventure games began soon after,
replacing verbal descriptions with images and borrowing conventions from other visual
media in which worlds had been depicted, including film and comic books.

Besides sharing many things with imaginary worlds of the past, video games also bring
new innovations to the imaginary world tradition since they are also virtual worlds. Virtual
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worlds are collections of world data like the worlds of novels and films, but the way that
those data are automated and manipulated to construct an experience is something new to
the imaginary world tradition (though some science fiction authors wrote about the possi-
bility of virtual worlds before any actually existed). Unlike the imaginary worlds of novels,
film, television, and other non-interactive media, virtual worlds enjoy a different ontologi-
cal status. Instead of existing as a set of recorded words, images, and sounds, video games
exist in the present tense, as mathematical models within a computer’s memory, ready to be
incarnated as interactive imagery.

The player’s control of the main character in a video game can also be seen as an exten-
sion of the main character’s role in the imaginary world tradition. Often in traditional
narratives involving imaginary worlds, the main character, or protagonist, is a traveler to a
new world, through whom the audience experiences the world vicariously. While in earlier
worlds the protagonist tended to be a traveler and observer, as time went on, and especially
into the twentieth century, main characters became more actively involved in the imaginary
worlds they visited, even becoming agents of change in those worlds. Video game worlds
can be seen as extending that interactivity to the audience members and, thus, can be seen
as another advancement of the imaginary world tradition begun thousands of years ago.

Thus, the video game’s role within the imaginary world tradition has impacted that
tradition as well, as video games join the long line of other media windows offering us
glimpses of imaginary worlds and, in some cases, letting us reach through those windows
and become active participants in them. In addition to presenting new types of imaginary
worlds, such as the social, shared virtual worlds of MMORPGs (or non-game worlds such
as Second Life [Linden Labs, 2003]), game designers are also finding new ways for games to
fit into transmedial worlds, where they can range from being merely a playground themed
with interpretations of the imagery and iconography of a world to a central, canonical part
of the backbone of a world.

Video Games and Their Role in Transmedial Worlds

Transmedial imaginary worlds must adapt themselves to each medium they appear in,
and likewise, the nature of a world may change along with the type of media in which
it appears. A video game may be an extension of an imaginary world that originated
in another medium, or an imaginary world originating in a video game may spread to
other media. Either way, the combination of media, and particularly interactive and non-
interactive media, can raise questions regarding the onotological status of a world and the
canonicity of events in that world (which is to say, the events that “officially” happen in
that world).

Worlds are defined by the objects and events that compose them, and these in turn are
defined by what is considered canonical for a given world. Video game worlds clearly have
canonical objects and characters, but due to their interactive nature, can they be said to
have canonical events? In virtual worlds such as those of MMORPGs, which are usually
not restarted or reset, one could argue that all events are canonical, since they occur diegeti-
cally within the world in question. Or one could argue that by a stricter, narrower defini-
tion, such worlds do not have canonical events apart from those “official” ones produced
by the author of the world, such as those found in “expansions” and large-scale events that
affect an entire world.
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Canonicity can depend on the level of interactivity present. A non-interactive world
almost always has a set of specific canonical events, which defines the world and the audi-
ence’s experience of it: in Middle-earth, Frodo always takes the Ring to Mordor; in the Star
Wars galaxy, Luke always becomes a Jedi; in the world of The Matrix, Neo always learns
to defeat Agent Smith, and so on; these events are fixed parts of their worlds’ histories. An
interactive world can have specific canonical events as well, for example, in video games,
the events taking place during cut-scenes that are the same every time and not altered by
gameplay. Likewise, an interactive world can also have what we could think of as general
canonical events: Inky, Pinky, Blinky, and Clyde always chase PacMan; the Qotile always
shoots swirls of energy at enemy Yars; and the Space Invaders always advance downward
and eventually crush the player’s avatar. While the specific details of these events vary with
each game, they are still inevitable and always a part of the world. General canonical events
often involve the main conflicts of interactive worlds and, thus, are a constitutive part of the
audience’s experience of the world.

Interactive worlds with alternate storylines can also treat some endings as canonical and
others as non-canonical. For example, in Riven (Cyan, 1997), out of ten possible endings,
only the ending in which the player frees Catherine, allowing her to rejoin Atrus before
Riven is destroyed, is canonical, since Catherine appears later in Myst III: Exile (Presto
Studios, 2001). In such games, the player’s challenge is to see to it that canonical events
play out as they should; all interactivity amounts to merely exploring a world and keeping
events going the way the author has predestined them to go. By keeping to a set storyline,
however, such games can be more fully joined to their non-interactive counterparts in a
world’s history; thus, the events of Riven can occupy a central place in the franchise’s over-
arching story.

In contrast, interactive branches of a transmedial world may only play with characters,
locations, and situations without adding any new events to a world’s canon. The LEGO
Star Wars video games (Traveller’s Tales, 2005-2010), for example, feature LEGO versions
of the franchise’s characters and locations, and the game’s cut-scenes are parodic versions
of scenes from the films. The players’ avatars engage in activities seen in the films, such
as lightsaber fights and the piloting of vehicles and spaceships, but often in very different
contexts and locations that mimic but do not reproduce those in the films; the games are
essentially three-dimensional platform games dressed up in Star Wars attire. In these kinds
of games, canonical events from other media incarnations of a world are alluded to or
even replayed, but no new canonical material is added to the world. Interactive branches
of a transmedial world, then, vary greatly in their relationships with their non-interactive
counterparts, yet in all cases they provide the audience a new experience related to the
world, and one that potentially can strengthen the audience’s engagement and involvement
with a world.

A Very Brief History of Video Game World Development

While works set in other media could build more complex worlds, due to the use of literary
description (in the case of books), photography and video (in film and television), or hand-
drawn imagery (in comics and animation), the limitations of early computer graphics kept
the worlds of video games simple and relatively abstract at their beginning, and sometimes
also more reliant on text.
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The earliest games often had a single screen of graphics depicting their worlds visually,
or text descriptions describing them verbally, or some combination of text and graphics.
World information required memory, and in the early 1970s, only mainframe computers
were able to accommodate games with more developed worlds, including text adventure
games such as Adventure (Will Crowther and Don Woods, 1976) or the first two games
with three-dimensional graphics, Maze War (Steve Colley, 1974) and Spasim (Jim Bowery,
1974), short for “space simulator”. When video games became a commercial industry,
arcade video games had to be simple and based on fast action (in order to bring in more
quarters per hour), which worked against more complex games with more elaborate worlds.
In the end, only a few arcade video games would have relatively detailed worlds; some were
original, such as those of Gravitar (Atari, 1982) and Major Havoc (Atari, 1983), while
some were extensions of worlds seen in other media (such as Star Wars [Atari, 1983] or
Stellar Track |Atari, 1981], which was loosely based on Star Trek, just different enough to
keep from infringing copyright). Additionally, arcade game interfaces and screen imagery
had to be fairly intuitive in their design to be immediately usable, whereas home video
games could be described and explained in a manual, allowing them to be more complex
(for example, Space Shuttle [ Activision, 1983] for the Atari VCS 2600 had a 32-page game
manual that described and explained all the features of the controls and the actions the
player could [and had to] accomplish).

Home video games, which were purchased by the consumer and expected to provide
long hours of gameplay, could better accommodate games with a slower pace that were
oriented more for puzzle-solving and exploration than for fast action. The adventure game
genre flourished on home systems, and perhaps more than any other genre, it placed an
importance on a game’s world, its exploration, and the illusion of an open-ended adven-
ture in which the player-character could move about freely and encounter a world’s loca-
tions and inhabitants. Games such as Zork (Infocom, 1979), Adventure (Atari, 1979), and
Ultima (Origin Systems, 1980) had large game worlds that were experienced respectively
through text descriptions, graphics with screen-to-screen cutting, or graphics with four-
directional scrolling, and all three encouraged the production of sequels and imitators.

As the amount of available computer memory grew, so did the size and complexity
of video game worlds. Online worlds, such as those of Scepter of Goth (Klietz, 1983),
allowed multiple players to play simultaneously within the same text-based world, while
other online worlds such as Islands of Kesmai (Kesmai, 1985) and Habitat (Lucasfilm,
1986) had graphical worlds in which online players’ avatars could gather. The use of disks
and diskettes increased storage capacity, and later CD-ROMs greatly increased the amount
of storage to hundreds of megabytes, allowing for larger and more detailed worlds, such
as The Manhole (Cyan, 1987) and Myst (Cyan, 1993), as well as games requiring multiple
CD-ROMs to hold their worlds (such as Riven). While Cyan’s games contained series of
pre-rendered images linked together into a navigable three-dimensional world, other games
of the time, such as DOOM (id Software, 1993), Descent (Parallax Software, 1995), and
Tomb Raider (Eidos, 1996), had three-dimensional worlds that players moved in with a
real-time rendered first-person perspective that increased the feeling of immersion in the
world. More detailed worlds meant more complicated storylines (whether pre-determined,
embedded, or emergent) and more involvement and engagement of players, who could
spend hours at a time vicariously inhabiting a world (such as those of the games of the
Halo, Grand Theft Auto, and Elder Scrolls series of games).
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The latter half of the 1990s also saw the rise in popularity of MMORPGs starting with
Meridian 59 (Archetype Interactive, 1995). Like the worlds of earlier networked and online
games, players could play against other human-controlled players rather than merely
algorithm-driven NPCs (although game AI did improve them considerably). The size and
scope of MMORPGs, as well as their continuous and ongoing existence, quantitatively and
qualitatively changed the nature of the game worlds, leading to video game worlds more
like the actual world, with guilds, groups, and communities arising and long-term narra-
tives playing out as players developed their own properties, cooperating and competing
with others, and developing world infrastructures. Such worlds have become the subject
of much scholarship and even experimentation in the social sciences. Discussing the study
of common-resource pool problems and macrolevel behavioral trends using virtual worlds,
telecommunications researcher Edward Castronova and his team wrote:

By their nature, synthetic worlds are ideal tools for this research method. In order to
allow for vast, persistent worlds, the servers on which such environments are stored
must keep track of an innumerable amount of data. Among many other variables
this includes player ability statistics and assets, auction inventory and market prices,
resource depletion, and the randomized appearances of rare goods. Additionally,
besides tracking information on the state of the world and players, databases may
also be used to monitor nearly all of the social interactive content of the synthetic
world. This includes components such as chat logs and player emotes (commands
for the visual display of emotive avatar animations). All of this information can be
stored, and later, mined for aggregate trends in player behavior. . . .

In addition to tracking and storing vast amounts of behavioral data, synthetic
worlds also permit the experimenter a great deal of control. All manner of methods
by which players interact with the environment and each other (including exchange
rates, rates of resource renewal, communication channels, and market locations) may
be manipulated, allowing for a wide range of potential experimental variables. In con-
trolling for world conditions, experimenters may then observe the dependent effect on
participant behavior. We argue that these observations are significant because of the
inherent complexity of the social environments in which they occur.

(Castronova et al., 2008, pp. 284-285)

The ongoing existence of these worlds, as well as the necessity of choosing what is seen or
experienced from myriad simultaneous events, creates an experience quite unlike that of the
worlds experienced through traditional media such as books, films, and television shows,
and even other video games. Events are unrepeatable, and most will go unseen by any par-
ticular player, yet players can remain online several hours every day without exhausting all
the world has to offer.

Finally, there are video game worlds that are overlaid over the actual world, using aug-
mented reality technology, which may include mobile computing technology, global posi-
tioning satellite tracking systems, cameras, projectors, and other recognition technology.
These games map their game worlds onto actual physical spaces so that players must move
around physically while the game tracks the player’s location and reacts automatically in
real time, mapping virtual spaces onto physical spaces and visualizing the results. Aug-
mented reality games for mobile gaming devices (such as an iPhone, iPod, or iPad) include

201



Mark . P. Wolf

Ghostwire (A Different Game, 2008), Sky Siege (Simbiotic, 2009), and Pokémon GO (Nin-
tendo, 2016), which position game elements virtually in the space around the player, who
must turn around and use the mobile device as a window to see what is occurring in the
game. Another game, Pandemica (XMG, 2009), allows four players to play together, shoot-
ing at virtual aliens positioned around them. Ogmento, a company started in 2009, is
devoted exclusively to the production of augmented reality games.

Conclusion

A video game’s world can be easy to overlook as it provides the background to the game’s
action and events, which are often the focus of both players and critics, along with char-
acters and their capabilities. But video game worlds are vicariously inhabited by players,
and this alone is reason enough to consider them. Video game worlds can link games to
transmedial franchises or even the actual world, providing models of immersive spaces
that designers can use in other areas such as web design, educational media, informational
media, and scientific visualizations and experiments. As virtual worlds incarnating the
dream of imaginary worlds that can be entered and experienced by an audience, video game
worlds have advanced the imaginary world tradition and have a potential limited only by
computing power and human imagination.
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Whether in your living room, your friend’s house, on your cell phone, at a bar, at an office
party, in a retirement home, or on a cruise ship, it is likely you have come into contact with
games such as Wii Sports (Nintendo EAD, 2006), Rock Band (Harmonix Music Systems,
2007), Guitar Hero (Harmonix Music Systems, 2005), Dance Central (Harmonix Music
Systems, 2010), Angry Birds (Rovio Entertainment, 2009), or Farm-Ville (Zynga, 2009).
These games are referred to as casual games, that is, games that do not require a long-time
commitment, use complex buttons on a controller, or even require an underlying under-
standing of how to play a video game.

“Casualness” signals a number of ways we might understand how we play and who
plays, how the industry has evolved and reconfigured, how games have become prominent
socials arenas, and how the effects of gaming on our health and well-being are investigated
by social scientists. The meaning of “casualness”, or “casual”, is twofold, referring to a
particular genre of video game as well as a method of gameplay. “Casual games” is a term
coined and used by the video game industry and game players, often defined in opposition
to “hardcore” games. In A Casual Revolution: Reinventing Video Games and Their Play-
ers, Jesper Juul (2010) traces the history of casual video games and argues that new, casual
video games are broadening the spectrum of game players as video games gain widespread
acceptance. Juul explains:

This was not about video games becoming cool, but about video games becoming
normal. Normal because these new games were not asking players to readjust their
busy schedules. Normal because one did not have to spend hours to get anywhere in a
game. Normal because the games fit the social contexts in which people were already
spending their time, normal because these new games could fulfill the role of a board
game, or any party game.

(2010, p. 1)

This chapter explores the topic of “casualness” through historical, industrial, media effects,
and ethnographic perspectives. Game studies are a recent area of inquiry when compared
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to the decades of work in media studies, which investigate media texts in film, radio, and
television. The academic examination of the casual game/gaming phenomenon is a rela-
tively new and emergent subfield in the discipline of game studies. Though not exhaustive,
this chapter reviews the academic literature on casual video game studies, primary scholars,
and theories within the casual video game studies realm and argues that the discourse sur-
rounding casualness offers productive starting points for understanding how the gaming
industry, the identity and sociality of players, and the spaces of play have transformed in
the past three decades.

In the past, we saw kids in arcades playing short, fast games for a quarter and social-
izing with their friends. One might also expect to find people playing video games alone
at home (often with the false, archaic stereotype of the teenage, male gamer) and playing
only for extensive time periods; however, this is no longer the case. The Electronic Soft-
ware Association’s (ESA) “2012 Essential Facts About the Computer and Video Game
Industry” reveals what has been evident to game scholars and those in the industry, but
still remains unknown to much of the general public: the average game player is now
30 years old, 47 percent of all gamers are female, and the video game that had the second
most sales per unit in 2012 was a casual game, Just Dance 3 (Ubisoft Paris, 2011). The
ESA (2012) also found that gamers tend to spend more than half of their gaming time
playing with others: “Sixty-two percent of gamers play games with others, either inper-
son or online. Seventy-eight percent of these gamers play with others at least one hour
per week. Thirty-three percent of gamers play social games” (2012, “Industry Facts”
section). As evidenced in my personal conversations with industry professionals from
companies that produce video games categorized as casual, such as Harmonix Music
Systems and Nintendo, these games are marketed to and played by a broad audience;
that is, players of all ages, men and women. But let’s not forget that the average gamer
was not always 30, and that his or her kids are also playing games. Furthermore, the
increase in casual games correlates with an increase in the number of women video game
players (ESA, 2012).

Casual Games

“The secret is out: everyone loves casual games. No matter age, gender or nationality, cas-
ual games are finding their way to the most ubiquitous platforms from the PC to iPhone to
Facebook” (Casual Games Association, 2012a, “About” section). This is how the Casual
Games Association, dedicated solely to the casual game industry (with the specific focus
on games produced for the mobile phone and Internet browser platforms) publicized
its lucrative activities. Indeed, these types of games have a large and diverse audience,
reaching over 200 million people each month (Casual Game Association, 2012b, “FAQ”
section).

In order to understand the prevalence and success of casual games, it is necessary to
unpack the various types of casual games, the platforms they are produced for, their com-
ponents, and the types of experiences they facilitate. According to Juul, there are two,
overarching trends of casual games: mimetic interface games, such as Wii Sports, and
downloadable games, such as Bejewelled (PopCap Games, 2001), which do not require the
player to mimic the on screen action (2010, pp. 5, 103).
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Juul (2010) discusses the physical player space that is emphasized by casual, mimetic
interface games. The term “mimetic” is used to define the type of games that require the
player to mimic the actions being displayed on the screen (Juul, 2010, p. 5). He claims:

Where traditional hardcore games focus on creating worlds, on 3-D space, and down-
loadable casual games focus on the experience of manipulating tangible objects on
screen space, mimetic interface games emphasize the events in player space. Mimetic
interface games encourage us to imagine that the game guitar is an actual guitar that
we play on, and the Wii controller is an actual tennis racquet we swing to hit the ball.

(Juul, 2010, pp. 103-107)

It is the physical player space that significantly constitutes play of console-based casual
games such as Rock Band, Guitar Hero, and Wii Sports, as you might find at office parties
or gatherings in your home (Juul, 2010, p. 114).

Similarly, others emphasize the centrality of casual game play as shared, social experi-
ences that often occur in the living room. In Codename Revolution: The Nintendo Wii
Platform (2012), Steven E. Jones and George K. Thiruvathukal combine their textual stud-
ies and computer science backgrounds in their book, which solely focuses on the Nintendo
Wii platform. To Jones and Thiruvathukal:

It’s [the Wii is] designed around the notion that gameplay ideally happens in a shared
space where social interactions, at least potential ones, are at the heart of the expe-
rience. Rather than being designed to maximize the immersive graphics of the vir-
tual battlefield, kingdom, dungeon, or city in which the game takes place, the Wii’s
somatic and mimetic network of controller objects were expressly made with the
physical living room in mind.

(2012, p. 19)

In order to understand the prevalence of casual games, it is also important to distinguish
between the platforms for which casual games are produced. Casual games are produced
for traditional home consoles, as well as mobile phone and Internet browser platforms. You
might imagine a time when you or a neighbor played Angry Birds for five minutes while
waiting for class to start, or checking the progress of the crops on your farm in FarmVille
while catching up with a friend on Facebook chat. The short, fast-paced, downloadable
game Angry Birds requires the player to use the smart phone touchscreen to employ its sim-
ple controls. Although some downloadable games and console games have similar mimetic
interfaces, in Angry Birds, players use a touchscreen, rather than a controller, in order to
manage the slingshot that sends birds toward the pigs. Similarly, FarmVille is casual and
non-mimetic, as it does not require a substantial time commitment and has simple con-
trols, although unlike mimetic games, the player clicks the computer mouse in order to
accomplish in-game tasks, such as fertilizing crops, buying supplies, and giving gifts, rather
than mimicking the on-screen action. Indeed, many casual games, both mimetic and down-
loadable, are considered social games, as they facilitate simultaneous game play among
multiple players. For example, the casual video game Rock Band is a social game because
there can be a number of people playing different instruments in the band in the same
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room. A number of players in one room can form their own “band”, playing drums, bass,
guitar, or singing on the microphone. Social network games, such as FarmVille or Mafia
Wars (Zynga, 2009) on Facebook, also have widespread popularity and offer a means for
increased sociality among gamers as well as people who would not otherwise play video
games. In FarmVille, for example, players can share gifts with fellow “farmers” and bet-
ter their farm by befriending more players. Rather than competing against each other, this
game requires co-operation and altruism in order to level up.

Another important component of casual video games is that they are usually nonviolent.
For instance, in Wii Sports, you can play tennis, basketball, and bowling matches with “cute”
characters, or Miis. This is distinct from games categorized as “hardcore”, such as Gears of
War (Epic Games, 2006) or Call of Duty (Infinity Ward, 2003), where players engage in violent
military battles. The nonviolent component of casual games is often utilized as a marketing
strategy for companies producing these games, as advertisements and commercials depict cas-
ual games as entertainment suitable for the whole family. For example, in early Nintendo Wii
commercials, the nuclear family of Mom, Dad, and two children was depicted as enjoying play-
ing Wii Sports together. Whereas there has been consistent concern in media effects research for
the potential detriment of violent gameplay on producing violent behavior, casual video games
offer something different — marketed as “safe”, family-friendly entertainment products.

Casual games are often situated, as it was said earlier, in contrast to “hardcore” games,
or “core” games, by those in the industry as well as by video game players. It is not uni-
versally accepted that these terms should be put in opposition; however, it provides a con-
venient way of defining what casual games and game play are and are not. According to
a design lead at Harmonix Music Systems, the makers of Dance Central and Rock Band:

I’'m not a fan of the terms “casual” and “hardcore” although I am the first to admit
that I am one to throw them around from time to time. Our [Harmonix’s] games
serve a wide variety of gamer types. Some players buy the games just to play on the
weekends with friends while others are “hardcore” in every sense of the word. . . .
They buy our steady stream of DLC [downloadable content], post videos of them-
selves performing routines online, produce a steady stream of Deviantart and digitally
insert themselves into our gameworld. Our players make the same kinds of the deep
personal connections you see in “hardcore” titles.

(Harmonix design lead, personal communication, July 2, 2012)

His response speaks to the ubiquity of these terms in industry rhetoric, though he simulta-
neously argues that the terms may not be the most useful way of defining what a game is or
how to make sense of game play experience. For him, rather than focus on these two terms
as binaries, it is more important to focus on the “deep personal connection” people have
when they play a game.

The Casual Games Association (2012b) offers a useful analogy, relating casual and hard-
core games to particular movies. They claim that “core” games are created for “core” play-
ers, who expect high-end graphics and technology and elaborate plot lines, whereas casual
games are created solely for fun, quick, and easily accessible play:

Think of Atari and games such as Pacman [sic] [Namco, 1980], Space Invaders [Taito
Corporation, 1978], Frogger [Konami, 1981], and Donkey Kong [Nintendo, 1981].

208



Casualness

Casual games have maintained the fun, simplicity, boundless creativity that charac-
terizes arcade-style games. On the other hand, enthusiast games also termed “[hard]
core”, such as Grand Theft Auto [DMA Design, Tarantula Studios, Visual Sciences,
1997], DOOM [id Software, 1993], and Mortal Kombat [Midway Games, 1992],
have been developed using high-end technology that appeals more to younger audi-
ences. Using movies as an analogy, casual games would be Friends [David Crane and
Marta Kauffman, 1994-2004] or ER [Michael Crichton, 1994-2009], and enthusiast
games would be Reservoir Dogs [Quentin Tarantino, 1992] or Silence of the Lambs
[Jonathan Demme, 1991].

(Casual Games Association, 2012b)

This analogy demonstrates the way the industry often simplifies and dichotomizes these
two genres of games. The industry sees casual games as analogous to TV and hardcore
games analogous to movies, revealing the industry’s many ideological assumptions about
popular entertainment and serious drama. Further, the problem with this dichotomy is it
fails to acknowledge the overlaps in gameplay style and players of casual games. Do casual
games, such as Rock Band and Just Dance, only facilitate casual play, or can casual games
be played hardcore?

Casual Gameplay

I currently define myself as a casual player of casual games, though I am the first to admit
that I have played games that are typically characterized as casual games in a “hardcore”
way. I recall spending six hours playing Guitar Hero 2 (Harmonix Music Systems, 2006)
the day I purchased the game, intent on beating as many songs as possible on the hardest
difficulty, “expert”. Eventually my hands became sore, and the notes started blurring on the
screen — what one would expect of any long gameplay session.

This is one of the distinctions of casual games from games deemed hardcore. Whereas
hardcore game access is limited to new gamers and requires a significant time commitment
to acquire the skills needed to progress through a game, casual games can be played casu-
ally or hardcore. As Juul states:

This explains the seeming paradox of the casual players making non-casual time com-
mitments: a casual game is sufficiently flexible to be played with a hardcore time
commitment, but a hardcore game is too inflexible to be played with a casual time
commitment.

(2010, p. 10)

For example, at a bar holding Rock Band nights, a player may decide to perform (play)
only one song in front of the crowd. Though only one song was played, the completion
of one song signals the end of the player’s turn and does not necessitate more time dedica-
tion to gameplay; this becomes particularly evident when a “no fail” mode can be turned
on, as any player can complete an entire song no matter how well they play. However, full
“bands” of Rock Band players competing in a national competition have to be commit-
ted, spending countless hours preparing for competitions and documenting their efforts on
YouTube (Miller, 2012, p. 4).
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Research Trends Regarding Casual Gaming

The research on casual games and casualness remains a new and developing area within
game studies. As you will have noticed throughout this chapter, the research drawn up
only goes back to 2009. Juul’s A Casual Revolution: Reinventing Video Games and Their
Players (2010) remains a seminal overview for those studying casual games, as it traces
the rise of casual games and gaming, as he terms, the “casual revolution”, from historical
and industrial perspectives (2010, p. 2). Likewise, Jones and Thiruvathukal’s Codename
Revolution: The Nintendo Wii Platform provides an insightful companion to Juul’s book,
as it specifically explores the Wii console as the “revolutionary” factor in the “casual
revolution” — from historical, industrial, technical, and textual analytic vantage points
(2012, pp. 2-3).

Much research on casual games addresses the health potential of casual games/game-
play, such as on the benefits of playing movement-based, mimetic games for elderly peo-
ple’s mobility. Coming from a social scientific perspective, these studies frequently use
survey and experimental methodologies to research the effects of casual video gameplay on
people’s health. Studies have also investigated other health benefits of playing movement-
based, casual games on people’s weight, mood, and well-being. Overall, these studies pro-
vide mixed findings as to the efficacy of this type of game/gameplay on people’s health. In
what follows, I provide key exemplars of research that focus on casual games and health in
the media effects tradition in order to show that there is yet to be a consensus regarding the
health benefits of these games.

Two studies find casual video games to be a significant contributor to health improve-
ment among game players. In “The Effectiveness of Casual Video Games in Improving
Mood and Decreasing Stress”, by Carmen V. Russoniello et al. (2009), casual video games
were utilized in an experiment measuring the effectiveness of these games for reducing
stress levels and heart rate. In the study, they selected three casual video games to test
whether players would demonstrate reduced stress levels: Bejeweled 2 (PopCap Games,
2009), Bookworm Adventures (PopCap Games, 2006), and Peggle (PopCap Games, 2007).
Similarly, another study found positive results in regard to casual video game play’s effec-
tiveness on acute cognitive benefits, specifically concentration, focus, and affective states
(Gao & Mandryk, 2012, “Discussion” section, paragraph 4). Solely focusing on what they
term “exergames”, such as those created for the Kinect for Xbox 360 (Microsoft, 2010), in
“The Acute Cognitive Benefits of Casual Exergame Play”, Yue Gao and Regan L. Mandryk
(2012) found significant improvements in participants’ cognitive functions as well as affec-
tive states from playing ten minutes of an “exergame” over a sedentary casual game.

Does this mean people should play casual video games if they want to improve their
health? An alternate study in 2012 in the Journal of the American Academy of Pediatrics
would argue, no, if you are hoping for your child to become more physically active. Also
taking a social scientific approach to the study of video games, Tom Baranowski et al.’s
“Impact of an Active Video Game on Healthy Children’s Physical Activity” (2012) found
no significant results in healthy children’s activity levels upon playing an active, casual
video game on the Wii console versus playing an inactive, casual video game in safe versus
unsafe neighborhoods (p. €636). In this 13-week experiment, participants were monitored
by accelerometers in order to assess changes in physical activity. According to their study:
“These results provide no reason to believe that simply acquiring an active video game
under naturalistic circumstances provides a public health benefit to children” (Baranowski
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et al., 2012, p. 636). Unlike the two aforementioned studies that found significant health
benefits from playing casual video games, this study found no significant results, maintain-
ing that children will not become more active when an active video game is introduced,
independent of neighborhood safety.

Concurrently, other studies that have examined the impact of “exergames” on physi-
cal activity do find these games to have a positive impact on children’s activity level after
gameplay. For example, Perron et al.’s “Do Exergames Allow Children to Achieve Physical
Activity Intensity Commensurate With National Guidelines?” (2011) found children play-
ing EA Sports Active (EA Canada, 2009) “elicited a higher exercise intensity” than Wii Fit
and that both games achieved a sufficient intensity for the national guidelines for children’s
exercise (pp. 231-232). Overall, these studies demonstrate the mixed results of the impact
of casual video game play on people’s health.

Music games within the casual game realm are also an area researched by game schol-
ars, though this research tends to be conducted through ethnographic, ethnomusicological,
and historical research. Much of the research on music games focuses on player authentic-
ity, musicality, and performativity. For example, ethnomusicologist Kiri Miller explores
in Playing Along: Digital Games, YouTube, and Virtual Performance (2012), the value
of music games, such as Rock Band and Guitar Hero, as well as the game, Grand Theft
Auto, in allowing performativity, engagement with rock music, and musicality (pp. 5-8).
Specifically, Miller analyzes experiences of Rock Band and Guitar Hero play on YouTube
and in public spaces. She coined the phrase, “schizophonic performance”, arguing that
the greatest value of Guitar Hero and Rock Band game play is that players are engaged
through performance with the musical piece (p. 15). Miller claims, “Guitar Hero and Rock
Band let players put the performance back into recorded music, reanimating it with their
physical engagement and adrenaline. Players become live performers of prerecorded songs,
a phenomenon that I refer to as schizophonic performance” (p. 15).

Miller also documents this type of gameplay in public spaces, such as at bar nights and
tournaments (2012, p. 125). She argues that though playing Rock Band and Guitar Hero
are not like playing a real guitar, performing the popular, rock songs, whether in a group or
by yourself, offers a unique, meaningful experience:

Playing Rock Band and Guitar Hero isn’t just like playing a real instrument, but it’s
nothing at all like listening to music. The affective experience of making music is
bound up with embodied performance, and these games compel bodily engagement.

(2012, p. 150)

Similar to studies discussed earlier that find positive, affective, health benefits from playing
casual games, Miller’s ethnomusicological work finds that people experience positive affect
when playing Guitar Hero and Rock Band (p. 150).

Conclusion

This chapter has focused on “casualness” as a term that refers to a genre of video games
and a way of playing games. Though the terms “casual” and “hardcore” are commonly
used in opposition by the industry and players, it may not be useful to dichotomize these
terms. As explained earlier, casual games can be played “hardcore” or “casually”, though
“hardcore” games do not allow for “casualness”. What is the efficacy of casual games on
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people’s health and well-being? This question remains to be fully answered. Casual games
allow for increased sociability, a broader range of players, and shifts in gameplay spaces. In
sum, this chapter has argued that unpacking the discourse surrounding casualness provides
avenues for understanding the evolution of the industry and the ways and spaces in which
people engage with gameplay.
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CHALLENGE

Robert Furze

Examples of Video Game Challenge

Consider the following two contemporary examples of gameplay in video games.

Niko Bellic is standing on a highway off-ramp overlooking a low-rise building. He
has spent hours in Liberty City — a fictional urban environment modelled on New
York — participating in the many discretionary activities it has to offer, including this
one: finding and killing the two hundred pigeons that are hidden throughout the city.
Scanning the roof, Niko sees the pigeon, head bobbing in the shadows of a billboard
supported by the low-rise’s roof. Niko aims his gun, destroys the pigeon in a flurry
of feathers. A moment passes, then a message flashes on the screen: “All diseased
pigeons killed. LC is a cleaner place.”

The elevator door opens and Chell steps into Test Chamber 08. The layout is familiar —
an austere, white chamber — and Chell’s objective, too, is obvious: to reach the sign-
posted exit on the other side. Impeding her progress is a pool of noxious liquid that
extends the width of the room. Chell knows she will not be able to jump over it. There
are other objects in this chamber: a clear platform; a machine that intermittently spits
out lethal energy pellets; and a pressure pad that presumably, once activated, will trig-
ger a mechanism somewhere in the room to aid her progress. As with the exit itself,
all these items cannot be accessed directly. However, to help her reach the other side,
Chell is armed with a portal gun; a device that, when fired at a surface, creates a shim-
mering blue ovoid doorway. This “portal” allows physical objects —and Chell herself —
to access unreachable places in the environment via a corresponding orange portal
that is positioned elsewhere in the chamber. Chell sees this orange portal now, just
above the clear platform and — with the aim of stepping onto the platform — uses the
portal gun to open a blue portal in the wall beside her. This is a mistake, as one of the
lethal energy pellets, that is directed at the orange portal, passes through it and con-
tinues its trajectory through the blue portal beside Chell. The pellet hits Chell, thereby
ending her attempt at completing this chamber’s objective. As the game reloads and
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Test Chamber 08 is reset, Chell will have to use her reasoning, and experiment in the
physics-bending capabilities of the portal gun, in order to reach the exit.

Each of these examples — from, respectively, the open world gangster game Grand Theft
Auto IV (also known as GTA4; Rockstar Games, 2008) and the puzzle game Porzal (Valve,
2007) — demonstrate the diverse methods by which a player might engage with a video
game’s world. Niko Bellic’s hunt for the pigeon and Chell’s efforts to navigate a trapped
room to the exit vary in certain crucial ways, but both indicate the importance that chal-
lenge contributes to the dynamic structure of video games. Challenge is found in the even-
tual discovery of a pigeon and the reward it garners; and in the misplacement of a portal
that leads to the protagonist’s death: probabilities of success and of failure epitomize the
essence of challenge in the video game.

Challenge, however, is present outside — and exists prior to — the player’s pursuit of suc-
cess and failure within a virtual world. Challenge is part of life, work, and relationships.
Indeed, outside the structures of gameplay itself, there are challenges related to the wider
video game culture that are comparable to those in other cultural arenas. So, when Bernard
Perron and Mark J. P. Wolf (2008) note the challenges facing the game critic and theorist
who struggles to find “copies of old games and the systems needed to play them” (p. 6), it
becomes a problem broadly familiar to academics, archivists, and collectors of film, music,
or literature.

The Appeal of Video Game Challenge

There is nonetheless a clear distinction to be made between such real-world challenges and
those offered up by the virtual worlds of GTA4 and Portal. Success and failure are part of
life, but when playing a video game, a person becomes a willing participant; both prepared
to be tested by the game and adhere to its rules. This is the conclusion reached by philoso-
pher Bernard Suits in his analysis of why people play games. He writes: “Playing a game is
the voluntary attempt to overcome unnecessary obstacles” (2005, p. 157).

Originally writing in 1978, Suits’s definition of games as voluntary challenges was con-
ceived as a means of understanding such “playful” activities from games of cops and robbers
to golf. Suits conceives of a “lusory attitude” — the player’s acceptance of the boundaries
within which gameplay is possible — to explain the seemingly arbitrary arrangement of
restrictions put upon the player to achieve a goal (p. 16). In golf, the player understands
that for the objective to be met — dropping a ball into a hole — there must be impediments:
the large size of the terrain, hazards such as water and sand, the use of specific equipment
(clubs), and so on. Without such voluntary obstacles, the player could simply pick up the
ball and drop it into the hole. Applied to video games, the voluntary challenge is built
around the player’s willingness to navigate an environment specifically constructed as an
obstacle to success (an urban sprawl that hides pigeons for the player to discover; a room in
which the player must figure out how to reach the exit) and designed to impede the player’s
progress. But challenge is also evident in the player’s recognition that video games involve
learning and mastering certain methods of input — such as controllers or keyboards — whose
designs and systems of button or key presses are, at first glance, as arbitrarily constructed
as the putters, irons, and woods used in a game of golf. As Suits has it, “the rules prohibit
more efficient in favor of less efficient means . . . such rules are accepted just because they
make possible such activity” (2003, p. 75).
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Suits’s generalizing claim that games are essentially challenge-focused was highlighted in
the 2003 publication of Katie Salen and Eric Zimmerman’s Rules of Play (2003). This book
was written — as was Suits’s — with a mind to define games in general; but with its capac-
ity to broaden its analyses to include video games and discuss thinkers who were hitherto
unexplored into their pages, Salen and Zimmerman’s primer introduced alternative meth-
ods of understanding what video games are. Challenge is not the only way in which Rules
of Play distinguishes games, of course, but Suits’s definition is integral to understanding the
appeal and structures of video games; it leads the authors to conclude that challenge — after
Suits’s description of overcoming “unnecessary obstacles” — is a combination of conflict
and rules. On conflict they write: “All games embody a contest of powers. The contest can
take many forms, from cooperation to competition, from solo conflict with a game system
to multiplayer social conflict. Conflict is central to games”. And on rules: “Rules provide
the structure out of which play emerges, by delimiting what the player can and cannot do”
(2003, p. 80).

The need to more seriously consider the role of challenge in video games was timely, as
many more theories until the publication of Rules of Play identified games as competitive
activities. Looking to establish a theoretical language of its own, video game studies of
this time found it in another classic text, Roger Caillois’s Man, Play, and Games (origi-
nally published as Les Jeux et les Hommes in 1958). Caillois’s comprehensive taxonomy
of games was highly influential, and so was one of his categories — agdn, meaning competi-
tion. However, in appropriating Caillois’s agén to video games, the term stood to represent
not only competition but also challenge, since challenge did not have its own category.
Hence, in an essay by Markku Eskelinen and Ragnhild Tronstad, agén is described as the
process of “winning through struggling” (2003, p. 214); for Vorderer et al. — discussing id
Software’s game, Quake (1996) — the introduction of “a horde of evil monsters” that try
to kill the player adds a “competitive element” to the gameplay (2003, p. 2). Sometimes
this conflation of competition and challenge is part of the language through which game
manufacturers describe the games themselves. The manual for Kee Games’s Tank! (1974)
distinguishes its two-player military simulator from other games on the market by evoking
competition in such a way: “Historically, video games have employed non-violent competi-
tion between players (e.g., all paddle and driving games) or violent competition between a
player and the machine (e.g., Computer Space [Nutting Associates, 1971])”.

In each of these cases, competition defines terms that Salen and Zimmerman, after
Suits, identify as closer to what would be more clearly understood as challenge: struggle
and the overcoming of obstacles (for example, Quake’s evil monsters). Video game termi-
nology needed to evolve so that challenge became distinct from competition and did not
become subsumed by it. The description from the Tank! manual offers a useful delineation
here: between competition as a social activity and the essentially solo endeavor of a player
attempting to overcome obstacles within the framework of the game’s rules — in other words,
challenge. While there are comparisons to be made between competition and challenge, the
growing popularity of online multiplayer games — such as the massively multiplayer online
role-playing game (MMORPG) World of Warcraft (Blizzard Entertainment, 2004) and the
Call of Duty franchise (Activision, 2003 onwards) — reveals there are differences, just as
they suggest the importance of investigating how far those differences extend. For Salen and
Zimmerman, competition contains an element of challenge, just as for followers of Cail-
lois, challenge could be read as synonymous with competition. To be clear, however, it is
not simply the case that challenge was not discussed at all by video game theorists prior to
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Rules of Play — there are examples here of writers who were doing precisely that — but after
2003, the distinctions between challenge and competition became far clearer.

Challenge, then, involves the player’s willing engagement with a system of obstacles
and rules; but what compels some players to pursue every last pigeon in Liberty City or
reason out the way to an exit in one of Portal’s test chambers, doggedly pursuing success
incrementally, or failure consistently? The repetition of actions in games shows that the
designs and systems formulated specifically to challenge the player are also, when suc-
cessfully implemented, able to entice the player to return more readily to those challenges.
So, it is true that, in general terms, success and failure are seen to characterize challenge,
but in encountering obstacles unique to gameplay, the player’s motivation to complete a
game’s challenges is, as Suits states, voluntary; but, more than that, it is persistent. Psy-
chologist Michael J. Apter (2001) discusses the various levels of motivation that drive peo-
ple to voluntarily accept challenge in his thoughts on “reversal theory”, a categorization
since applied by Jesper Juul to distinguish between the emotional states of people who
play a game as opposed to those engaged in everyday tasks. Juul notes how “people seek
low arousal in normal goal-directed activities such as work, but high arousal, and hence
challenge and danger, in activities performed for their intrinsic enjoyment, such as games”
(Juul, 2008, p. 249).

Experiencing the Right Level of Difficulty

In its ideal state, then, challenge — characterized by the obstacles that attempt to impede
player progress — is directly proportional to the pleasure gained through playing. The navi-
gation of Test Chamber 08 or the hunt for pigeons each offer voluntary engagement with
individual challenges if the perceived effort of completing that challenge is met by the play-
er’s sense of satisfaction and reward. Desirable challenge in video games therefore matches
the sense of achievement the player feels in surmounting it.

This is similar to an observation made by T. W. Malone and M. R. Lepper (1987), who
suggest that part of the reason why children have fun playing games explicitly designed for
educational purposes is because their challenges appeal to the player’s desire to complete
set tasks. As in Apter’s reversal theory — which observes that a person’s willingness to
accept a challenge is linked to the amount of pleasure that person will derive from tackling
it — Malone and Lepper recognize that the lure of games is in their capacity to offer levels
of arousal hard to obtain in daily life, but they add that a game’s challenges are particularly
enticing because they are clearly set out for the player so that the conditions for success are
fixed and easily understood. They also state that games should offer continuous feedback
on player performance so that there is a definite sense of progression toward the comple-
tion of a goal. So during Niko’ hunt for pigeons, a written message appears on-screen
after every kill, both confirming the player’s progress and clarifying how many pigeons
remain. That the pigeons are also hard to find fits in with another of Malone and Lepper’s
conditions of challenge: playing a game, they note, should be a process of discovery so
that games that offer suitable challenge should withhold information that must be found
by the player.

Malone and Lepper enlarge upon the generalizing claim that challenge in the video game
is defined by rules and obstacles and the voluntary employment of one to overcome the
other. Indeed, the description of video game challenge as characterized by clear goals, hid-
den elements, and constant feedback corresponds with another theoretical strand advanced
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by the psychologist Mihaly Csikszentmihalyi, in particular, his book Flow: The Psychology
of Optimal Experience (1990).

Csikszentmihalyi’s idea of “flow” — again conceived in a non-gaming context to examine
the habits of artists who are seen to become “lost” in the act of creativity — is highly influ-
ential as it illustrates the conditions by which a person becomes engrossed by an activity.
Like Apter’s recognition of the difference between work and play by the levels of arousal
each activity stirs in a person, flow distinguishes a state of awareness that goes beyond
mere engagement to describe a condition of immersion in which a person is compelled to
actively, and continually, pursue a task.

Challenge is an integral, motivating factor for the person immersed in an activity, and
flow becomes an “optimal experience” when a challenge is neither too difficult to provoke
anxiety for a person, nor so easy that it becomes boring. For Csikszentmihalyi, then, flow
is imagined as a narrow channel between the conflicting emotional states of anxiety and
boredom wherein a person experiences the best possible sense of immersion. But rather
than being conceived of as static, flow operates on a trajectory that acknowledges a per-
son’s capacity to become better at a task over time; thus, as a person’s competence in a task
increases, so does the demand for greater challenge. As Noah Falstein (2005, 2009) writes,
in specific reference to the video game: “Boredom occurs when the challenge of a game does
not increase in difficulty and variety fast enough to keep the player engaged, and frustration
occurs when it gets foo difficult too fast” (2009, p. 17). Flow, as it pertains to video games,
then, intensifies the anxiety in challenging situations, but only enough to maintain the play-
er’s state of blissful attentiveness and intense pleasure. To achieve flow in playing a video
game, however, it is not necessary to steadily increase the difficulty of individual challenges
on a predictable continuum: Test Chamber 08 — which as its number implies is encountered
some way in to Portal — does not necessarily have to be the easiest nor the hardest section in
the game. In applying Csikszentmihalyi’s theory specifically to video games, then, Falstein
suggests that the channel the player navigates between anxiety and boredom should not
progress at a predictable rate, but fluctuate over the course of the game. As Juul states, “dif-
ficulty should vary in waves” (2008, p. 247); reinforcing a point also made by Malone and
Lepper that games should offer flexibility in their levels of difficulty (1987, pp. 223-253).

The concept of video game challenge — that “sometimes the game should be a little easy,
sometimes a little hard” (Juul, 2008, p. 247) — operates contrary to the player’s desire. The
player’s ultimate desire is to be successful in facing a game’s challenges because failure leads
to feelings of sadness and inadequacy, but failure also “makes the player reconsider his/
her strategy (which makes the game more interesting)”. Juul continues: “Winning provides
gratification [but] winning without failing leads to dissatisfaction”. Following Csikszentmi-
halyi and Falstein’s thoughts on flow, Juul adds that optimal player engagement is achieved
both through the activity of overcoming obstacles and the interpretation of gameplay as
balanced experience. Juul differentiates between the “desire to win” as active experience
and an “outside view” of that experience that appears as “an aesthetic evaluation” of the
game’s inherent fairness (pp. 248-249). Both are necessary states of awareness that the
player must experience to ensure the right level of challenge has been met.

Emergent Challenges and Progressive Structures

As concepts of challenge are more readily applied to the relationship between video game
and player, so the types of challenge games offer become demarcated. The examples of
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gameplay described at the beginning of this chapter certainly fulfill the criteria for challenge
already discussed — willing struggle against obstacles, a combination of simplicity and dif-
ficulty in surmounting those obstacles, a sense of fairness — but they are not challenging in
precisely the same way. Niko Bellic’s hunt for pigeons takes place in an open world and has
no bearing on the character’s advancement through the game’s story: it is an ancillary activ-
ity. However, Chell’s solving Test Chamber 08 is integral to completing the game as there
is no other way to progress to the next section. Juul identifies these two types of challenge
as, respectively, examples of “emergence” and “progression” (2005, p. 67). Emergence
challenges offer a greater deal of flexibility to players in solving them, whereas progression
challenges are far more rigid in their structure, so there will only be very few — or, indeed,
only one — correct way(s) to proceed.

The differences between these two game types exist in the relative freedom each gives to
the player. The miscellaneous objectives in GTA4 - of which pigeon-hunting is only one —
are entirely discretionary and can be picked up and dropped at any time. Emergent game
systems offer variety — the term “sandbox” used to describe open world games such as
GTA4 presents an ethos based on player empowerment — so that players might design their
own tactics to deal with challenges, or even develop challenges of their own. Game designer
Randy Smith (2011, p. 120) describes how a player of the stealth/action game Thief: The
Dark Project (Eidos Interactive, 1998) approached a simple mission to steal a jeweled scep-
ter from a mansion by bludgeoning the guards unconscious and then arranging them and
several bottles of wine around the banqueting hall to give the impression a drunken party
had taken place. This player’s outlandish approach to completing a mission objective indi-
cates not only a willingness to engage with the game’s challenge but also the creation of an
additional level of challenge presumably not considered by Thief’s developers.

Juul identifies the challenges evident in GTA4 and Thief as emergent because they are
constructed by the player from the games’ existing rules and mechanisms. Emergence games
offer variety as players develop tactics for dealing with challenges and are, in fact, the “pri-
mordial game structure” (2002, p. 324). Following John Holland’s description of an older,
non-digital game such as chess as an emergent system in which “the whole is indeed more
than the sum of its parts” (1998, p. 14), Juul concludes that emergence exists in the video
game, too, so that “simple rules present challenges that extend beyond the rules” (2002,
p. 324), with players interpreting a game’s toolset in varying ways when confronted with
that game’s obstacles. “Complex gameplay” therefore radiates from simple rules (Juul,
2002, p. 328); relatively straightforward instructions — such as find the scepter without
being seen in Thief — can consequently engender a variety of creative solutions.

Against the variations possible in emergence games, games of progression are highly lin-
ear: “the player has to perform a predefined set of actions in order to complete the game”
(Juul, 2002, p. 324). “Progression structures” are a much more recent phenomenon than
emergence ones since the concept of emergence has been a facet of games long before the
invention of the video game. Chess, for example, allows the development of complex emer-
gence structures, offering seemingly limitless ways for a player to develop strategies and win.
By contrast, video games are able to contain narrower progression structures because the
designer can set the challenges, limit the tools available to the player to overcome them, and
ensure there is only one available solution (2002, p. 324). Juul notes this linearity is preva-
lent in puzzle and adventure games such as Myst (Cyan, 1993) — and, of course, Portal - in
which a set amount of actions must be completed in a specific order so that the player might
complete a level and therefore progress through the game, but states that even in emergence
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games, there exist progression structures. In an open world game such as GTA4, it is pos-
sible to state that “some events can still be determined or are at least very likely to happen”
(2002, p. 327) — so that if Niko fires a gun in a crowded street, it will alert local policemen
to his presence who will consequently try to capture or kill him — an observation that echoes
Suits’s earlier point that the overcoming of obstacles is reliant upon the player’s awareness
of and willingness to abide by the game’s rules. Emergence games may loosen the designer’s
control over the precise ways in which the player might tackle a challenge, but the outcomes —
to a greater or lesser degree — remain possible to predict.

Juul differentiates between games of emergence and games of progression by the ways
in which the guides designed to assist the player are written: “Progression games have
walkthroughs: lists of actions to perform to complete the game. Emergence games have
strategy guides: rules of thumb, general tricks” (2002, p. 328). However, beyond the use-
ful delineation of challenge structures, the existence of walkthroughs and strategy guides
offers further nuance to the concept of challenge in video games. Clearly, when describing
the player’s engagement with a game, the appropriateness of challenge is dependent upon a
person’s competence as a player, and - to take Csikszentmihalyi’s flow as an example — on
individual thresholds of anxiety and boredom. Whether a game is too easy or too hard is
entirely subjective, although early games such as Defender (Williams Electronics, 1980) —
many of which began in the arcades — are regarded as extremely punishing because they are
potentially endless, and player failure results in restarting the entire game. Such games offer
challenge akin to a gauntlet tossed in front of the player regarded as proficient enough to
accept it. Such images of challenge as a call to arms are suitably epitomized by the promo-
tional material for the action role-playing game Dark Souls (FromSoftware, 2011), whose
tagline reads: “Prepare to Die”.

Choosing Difficulty Levels, Cheating, and the Removal of Challenge

Despite the existence of titles that cater toward a perceived gaming elite, many video games
accept that challenge is entirely personal. Adaptable levels of challenge have consequently
been part of the structure of games since the popularization of consoles, evolving from the
inclusion of “difficulty switches” built into the hardware of the Atari VCS 2600 console
in the late 1970s, and - in a trend that continues to the present day — the introduction
of “Novice” and “Expert” levels in many games of that era, such as Pac-Man (Namco,
1980). More recent games, such as the Halo series (Bungie Studios, 2001 onwards), offer
multi-tiered options to the player — ranging from “Very Easy” to “Legendary” — while
others allow the player to set difficulty levels for the different types of challenge the game
presents. For instance, certain entries in the Konami Silent Hill games, such as Silent Hill
2 (2001) and Silent Hill: Downpour (2012), distinguish difficulty settings for the “Riddle”
and “Action” levels. In this way, games provide low-level entry requirements for their chal-
lenges, further differentiating players between perceived casual and hardcore audiences.
The choice of lower difficulty levels is one way in which challenge might be reduced,
but there are others. Console games frequently include checkpoint systems, and PC games
allow free saving options so that players might suffer only minor setbacks in their advance
through a game. The environments in Portal are small enough so that, even if Chell dies,
the game will restart at a checkpoint the player will remember from seconds — or at most,
minutes — before the fatal mistake was made. Moreover, certain games — such as the 2011
re-issue of the 1998 Nintendo 64 game The Legend of Zelda: Ocarina of Time on the
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company’s handheld 3DS platform — include a hint system that pops up if a player appears
to be struggling to complete a section, while others allow players to skip a difficult chal-
lenge entirely — for example, an action sequence in Rockstar’s LA Noire (2011) — and
proceed to the next.

The popularity of strategy guides and walkthroughs also reveals a trend in the relation-
ship between player and game in which challenge as a negotiation of obstacles can be
circumvented by the player’s foreknowledge of what the game has to offer. Mastery of a
game is possible through many other means, too, including, as Mia Consalvo confirms,
“hacks, cheat codes, online sites, help from friends”. In addition, commercially available
software — such as the GameShark or Action Replay — unlocks hidden data that reduce
players’ chances of failing a game’s challenges (2007, p. 87). Moreover, games such as
Zynga’s Farmuville (2009) and Rovio’s Angry Birds (2009) include opportunities for players
to complete challenges much more easily by paying real-world money to vastly improve
their chances in overcoming hard-to-complete challenges.

Suits writes that

the attitude of the game-player must be an element in game playing because there has
to be an explanation of that curious state of affairs wherein one adopts rules which
require one to employ worse rather than better means for reaching an end.

(2008, p. 52)

Here, Suits is continuing his thesis that games are essentially challenge-based structures
built around the player’s compulsion to adhere to an impractical method of achieving an
end, but this is compounded by the player’s willingness to “cheat” the game’s rules or find
shortcuts to completing its challenges. The strategy guide for Dark Souls, for instance,
includes on its back cover a play on the game’s own tagline: “Prepare to Die Less”. Moreo-
ver, as more interactive titles are released — such as The Path (Tale of Tales, 2009) or Dear
Esther (thechineseroom, 2012) — which are primarily designed as aesthetic experiments
with no obstacles to overcome, the definition of a game as an optimal experience testing
player skill is itself being challenged. As Consalvo writes, quoting a GameShark advertise-
ment from the 1990s: “Can you still call it a game if you never lose?” (2007, p. 66).
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28
CHEATING

Mia Consalvo

Cheating in video games has existed largely as long as games themselves have been around
and has proved to be a dynamic and controversial practice. Yet the history of the game
industry demonstrates that some forms of cheating have been actively encouraged by game
developers, while others have been vigorously curtailed. Players themselves have conflicted
feelings about cheating, and the practice itself is notoriously difficult to define and identify.
While some events, practices, and attitudes are clearly defined as cheating by a majority of
players and developers, others are in flux, and new ways to cheat and beliefs about cheating
are constantly evolving. This chapter reviews some of the history of cheating practices and
definitions of cheating, and it discusses how new game platforms and player demographics
are starting to redefine what is cheating and what it means in larger video game culture.

Origins of Cheating: Developer Practices, Player Discoveries

One of the earliest instances of cheating in the video game industry occurred when a game
developer decided his company’s crediting practices were unfair to those who actually made
the games. Warren Robinett worked for Atari, a company that did not believe in letting
developers take credit for their work by associating their names with the games they cre-
ated. To retaliate, in 1979 Robinett cheated by hiding his name in the game he was coding —
Adventure — and making it only viewable if the player found a pixel-sized key in the game,
picked it up, and brought it to a particular room. If the player did so, Robinett’s name
appeared in strobing colored letters. Robinett revealed his actions to no one at the com-
pany, and the game shipped with the “Easter egg” intact. Dedicated players soon enough
found the secret and his cheat was revealed, creating the expectation for such elements in
future games. Ironically begun as a hack and a protest against game industry practices, the
addition of such secret elements ultimately became a normalized part of games and led to
additional commercialized elements of the industry that were built around helping players
identify and find such elements (Consalvo, 2007).

Another way that developers helped contribute to the culture of cheating in video games
was through the addition of “cheat codes” in games. Such codes are a normal part of game
development, as they allow developers to skip around a game’s levels, delete monsters or
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items, add certain elements, and so on. Sometimes those codes are deleted or disabled
before a game is publicly released, but more often they remain intact, particularly in single-
player games where they won’t upset the balance of play between multiple players. In those
instances, codes can add further life and interest to a game, as players work to figure them
out, search for them online, or purchase them in magazines or elsewhere (Consalvo, 2007).

Over the years, cheating in games has become more complex, as players discover loop-
holes in code, exploit the weaknesses of platforms, and engage in social engineering. What
follows is a brief review of the major forms of cheating that players encounter in contem-
porary video games: FAQs and walkthroughs, cheat codes, hacks and exploits, and social
engineering.

One of the most common forms of cheating in video game play is the use of strategy
guides, text-based FAQs, or video walkthroughs. Such elements have a long history in the
video game industry, particularly as games evolved to become longer and more complex. Yet
even early games such as Pac-Man (Namco, 1980) had guides written about them, usually
offering a bit of strategy and then a succession of screen maps detailing the correct maze
patterns to use in order to clear successive screens in the game. Similar guides for games such
as Donkey Kong (Nintendo, 1981) and Super Mario Bros. (Nintendo, 1985) were likewise
light on description or narration, instead offering the player maps of game worlds to memo-
rize in order to plan the best route to victory. As games became more complex, and particu-
larly as they entered the home via consoles, a different approach emerged for such guides.
For example, early guides for games such as The 7th Guest (Trilobyte, 1993) and Myst
(Cyan, 1993) offered players solutions to the puzzles the game employed but delivered them
via narratives that encouraged the player to see themselves as a character in the game world.
Written as diaries or journals of the protagonist in the game, such titles also employed subtle
cues and clues to guide the reader toward solutions rather than simply presenting them. Yet
such guides also provided more utilitarian help in the backs of the books — there presenting
the answers or solutions, without pretext to an alternate fiction or world (Consalvo, 2007).

Over time most strategy guides dropped such fictional narratives, instead focusing on the
details of how to help players solve puzzles, beat bosses in battle, and find hidden treasures
and eggs in games. Guides became vitally important with genres such as the role-playing
game, known for including many hidden elements as part of the gameplay. Companies such
as Square worked to make the purchase of guides a near necessity, particularly if players
were intent on finding all of the secrets and items in a particular game. While text-based
online guides do still exist, far more commonly used now are videos at sites like YouTube.
Created by both amateurs and professionals, these videos are designed to visually demon-
strate strategies and tactics, show walkthroughs, and/or explain complex game systems.
Creators can spend significant amounts of time creating their videos and often release them
in searchable formats, as well as offering updates for games that feature regular developer
changes. These videos can be complete walkthroughs of a particular game, although most
focus on specific game elements, such as a game’s bosses, strategic character builds, quest
completion, or the collection of particular items, among others. Videos have largely sup-
planted FAQs, but like their predecessors, they play a vital role in video game culture as
they respond to the needs of players who will all, inevitably, need help at some point while
playing a game (Consalvo, 2007).

As mentioned earlier, cheat codes have long played a role in the history of cheating in
video games. Most codes start as developer aids for testing games and remain hidden in
the games after they are released to the public. Codes can be both functional and playful,
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helping players along in the game as well as adding fun, unnecessary items. For example,
some codes will make the player-character invincible or will remove all enemies from a
level; others will grant access to all items in the game immediately or add items not nor-
mally in the game — such as a bicycle to ride in Crazy Taxi (Hitmaker, 1999) rather than
a traditional car. Codes can allow a player to move past an obstacle that is too difficult,
they can allow players to instantly have access to everything in the game, or they can add
new life to the game by adding new elements. The most famous cheat code was Konami’s
“up-up-down-down-left-right-left-right-B-A”, which was used in several of its games. Cheat
codes have become an expected part of single-player games but are largely removed or disa-
bled from multiplayer games as they would give those with the codes an unfair advantage.

Next along the scale of technological sophistication are hacks and exploits. In this cat-
egory players create small programs or alter the code of a game in order to gain advantage,
or they examine games closely to find weaknesses in the code or its network processes if
the game is online with a client/server architecture. Some of the most famous hacks involve
online multiplayer shooter games, where players figure out how to alter the game’s code in
order to see through walls (wall hacks), aim guns automatically and more quickly than they
could on their own (aimbots), remap the textures of their opponents to make them easier to
identify, or remap their own textures to make themselves invisible. Such cheats can involve
intercepting information about the game that moves back and forth between the player’s
computer and the game’s central server. In response, companies have employed numerous
tactics. In addition to monitoring game servers and player forums to find active instances
of cheating, many companies employ anticheat software such as Vanguard, a “kernel level”
program that runs on player computers for the game Valorant (Menegus, 2022). The soft-
ware sits at “ring 07, which is where a computer’s operating system and other critical
elements reside, protecting the game from tampering. Yet such software is very difficult to
program and has raised concerns about privacy from some players.

Another contested use of technological changes is the category of exploits. In these cases,
players are not actively changing the code of a game but are instead trying to find weak-
nesses in the game itself in order to gain advantage. One of the most famous examples of an
exploit is rocket jumping. In various first-person shooter games from DOOM (id software,
1993) through Halo: Combat Evolved (Bungie, 2001), players discovered that they could
fire a rocket or grenade launcher at the ground and propel themselves higher than they could
by jumping normally. That trick led them to access areas of the game not normally acces-
sible to players. The practice has become so entrenched that it is now considered a normal
part of gameplay, but players do often contest the legitimate use of exploits, and debates
occur about which exploits are acceptable and which are not. Likewise, game developers
can take a more-or-less tolerant approach to player uses of exploits, sometimes allowing
their use and other times punishing players and/or removing glitched code from the game.

A final area of cheating comes not from exploitation of games’ technology, but from play-
ers’ exploitation of one another for their own gain. Players can collude with one another
to bilk others out of in-game currency or items, they can trick others into giving them their
passwords, and they can deceive others into giving them items or cash under false pretenses
(Fields & Kafai, 2009). Some games are quite strict in what players can do in relation to
other players, while certain games take an anything-goes approach. The best example of
the latter is EVE Online (CCP Games, 2003), which allows player collusion, confederacies,
espionage, and more, all in the name of legitimate gameplay.
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Why Do They Do It?

Most players prefer not to cheat in video games, and many will go to great lengths not to
do so. Yet almost every player at some point in their game-playing history has cheated and
will do so again in the future. The reasons for doing so vary by player and by situation, and
most players have certain limits on what they will or will not do. All players see cheating
as gaining some sort of unfair advantage in a game, so why would they take part in that
advantage?

The most common reason that players cheat in video games is because they are stuck.
A certain level or puzzle may be too difficult, a boss may seem unbeatable, a game may
have a glitch or difficulty spike, or a new genre or type of game is presenting a greater
challenge than they had thought. How long players will persist in the face of such difficul-
ties will vary, but all unsuccessful players eventually reach a point where they must decide
whether to cheat and advance, or give up the game. Most of the time being stuck requires
the player to ask a friend or family member for help and/or advice, consult an online guide,
or even use a cheat code to get past a troublesome spot in a game. Players often have vary-
ing answers for what they consider as acceptable “help” and what is not — for one player,
help via a guide may be okay, while use of a code is not. For another, using a code is fine,
but having another player complete a level for them would be cheating. Whatever the case,
players might have to resort to various methods, but usually do so sparingly — they do not
like to “cheat” in such ways, for one main reason. Using a code or looking up the answer
to a puzzle deprives the player of the sense of accomplishment that comes from doing so
on their own, without help. While the larger game challenge is still available to them, that
smaller element has been lost. Players often talk of “cheating themselves” out of a surprise
or achievement when they cheat in a game, and this is why. Though this type of cheat is
mainly instrumental — helping a player get back into gameplay - it is still considered unde-
sirable unless absolutely necessary (Consalvo, 2007).

A second reason that players cheat in games is to play God. Players sometimes wish to
experience all a game has to offer, without going through all the in-game steps prescribed
by the game’s developers. Often players will state that they wish to do this “after playing
through the game once already” as a way to indicate they have earned this particular abil-
ity — although not all do so and wish to gain access to those elements immediately. Cheat-
ing here usually involves the use of codes to gain access to all items, all levels, or secret
areas and goodies that game designers have put into the games. It is also mostly confined
to single-player games, where such codes still work. Cheating in this instance is more ludic
than instrumental — allowing players to “play” at the game in ways that are not a linear part
of the gameplay. Most players acknowledge this isn’t the normal or expected way to play a
game but do voice their desires to play in this way at least part of the time (Consalvo, 2007).

A third reason that players cheat is to “fast-forward” through content they view as unin-
teresting in some way. This type of cheating is akin to tiring of a mystery novel but flipping
to the last page to discover the answer to the mystery in order to attain some sort of closure.
Players who engage in fast-forwarding will explain they are bored or tired of a game but
want to know how it ends; they wish to complete a certain level or quest that feels too long,
or there is some item that is taking too long (in their estimation) to attain. In these situa-
tions, we see the designers’ frameworks for gameplay differ from the players’, who have a
different set of expectations for the appropriate amount of time to invest in parts of a game,
or a different engagement level with the game as a whole.
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Players who engage in fast-forwarding take several routes to achieve their goals. One
method for advancement is the use of saved games that are acquired from other players
(or cheat codes like those discussed earlier). These let players skip forward to elements of
the game they wish to experience and past the parts that do not satisfy them. Perhaps the
most common way that players fast-forward through games, particularly in the world of
massively multiplayer online games (MMOGs), is through the purchase of virtual currency.
For example, in a game such as World of Warcraft (Blizzard, 2004), the game offers many
quests that take multiple hours to complete, including raids for rare gear, the ability to
purchase rare mounts, and the leveling of a character itself. Some players wish to move past
such elements, not seeing the “journey” or time required as part of the fun of the game, but
instead, it is an impediment to their enjoyment. So rather than invest dozens of hours to
achieve such elements, they invest some cash to purchase the desired result. Traditionally
such currency transactions have been illegal, although more and more MMOGs (and online
games in general) have moved to a free-to-play model, which has incorporated the fast-
forward system into the game’s legitimate economy. What this means for attitudes toward
cheating will be discussed shortly.

Finally, players may cheat, particularly in multiplayer games, in order to get ahead by
any means necessary and by disregarding other players. For many players, the true defini-
tion of cheating must include other people — one cannot “cheat” a PlayStation, for exam-
ple, or cheat oneself in any real way, except out of the challenge of doing it on your own.
For such players, cheating is ironically a social act — it only comes into existence when
other players are present. Cheating can then occur in a variety of ways, in both online and
offline play. It may include peeking at your neighbor’s screen in split-screen play, or not
fully explaining the rules of the game to a new player. In online play it can include hacks
and exploits, and social engineering. This form of cheating is intended to move the cheater
ahead by any means necessary, although some players do feel that you need to “earn the
right” to cheat in such a way by being an expert in the game. This type of cheating is also
distinguished from griefing or griefplay behaviors. Such activities are also present in multi-
player games and are designed to annoy or upset other players. While multiplayer cheating
likely does also annoy and upset other players, griefing is centered mainly on the act of
upsetting others — it is the reason to engage in griefing. While the griefer may indeed get
ahead in the game, that is not the central intent, while for the cheater, advantage is the key.

So while griefers and cheaters might look similar in some instances, their goals differ greatly
(Blackburn et al., 2012).

Cheating 2.0

The rise of new platforms for gameplay and the greater variety of players that have
emerged since the appearance of games on social network sites and as apps on mobile
devices led to interesting shifts in how players think about and approach cheating in video
games. One of the key changes was due to the shifting business models for games — for
example, many games on mobile devices are free to play, and developers have created
new ways to earn revenue from players. Rather than charge for subscriptions, most games
feature advertising but also (and more importantly) have integrated and legitimated the
use of virtual currencies in their games. This has affected reasons for and opportunities to
cheat in at least two ways.
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The most central way that virtual currencies affect cheating is through the use of cheats
as fast-forward devices. Previously games were constructed to force players to invest vary-
ing amounts of time in a game in order to progress. Players not wishing to spend the appro-
priate amount of time could either stop playing, or perhaps cheat in some way to push past
the barriers. In first social network games and then mobile (and other) free-to-play (F2P)
games, the fast-forward has been institutionalized as a featured part of gameplay. Thus
players can “grind” through gameplay in Diablo Immortal (Blizzard, 2022) or levels in
a F2P MMOG, or they can spend real currency for the opening “loot boxes”, where the
chances of acquiring rare items is exceedingly low. What was once an illegal activity is now
one encouraged by developers and built into the structure of the game itself. While players
are not forced to purchase currency in order to advance, it can greatly lessen the tedium
players feel about certain gameplay elements (Consalvo, 2010).

Another aspect of cheating affected by the influx and normalization of virtual currencies
is the ludic cheat of playing God. Players who spend real money in social network and F2P
games can also gain access to items, levels, and gameplay that “free” players cannot. Such
artifacts can help players advance or may simply be decorative in nature. Either way, other
players can see who has purchased those elements, usually defined as exclusive in some way.
Players often spend relatively small amounts of real currency to purchase items but are then
given access to things other players are not. The ludic cheat is here reinterpreted as access to
exclusives, only available this time via currency rather than code (Dumitrica, 2011).

What those changes mean is that for many players, the definition of cheating has shifted
slightly. While cheating still connotes an unfair advantage, the methods of gaining that
advantage have shifted. If everyone can purchase a fast-forward, it isn’t, by definition,
unfair, particularly if the game’s developers have created it and marketed it as such to the
players. Players take their cues for what they see as unfair from developers and how they
reward and punish player actions. Thus, what players see as cheating or not is changing —
at least in newer types of games. How definitions and types of cheating will continue to
evolve as games themselves change are key aspects of game culture to be studied as games
and players evolve.
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COMPETITION AND
COOPERATION

Emma Witkowski

Within the study of video games lies a combination of various player practices, technolo-
gies, game structures, narrative elements, win conditions, and co-created performances
and productions. With such an array of forms and cultures of play squeezed under one
helm, writing about competition and cooperation from a game studies approach is no small
endeavor. Take, for example, what is perhaps the most clear-cut competitive and coopera-
tive game practice, the team sports video game that brings systems and cultures of play
together with an emphasis on “us versus them”. The EA FIFA series (Electronic Arts) dem-
onstrates how cooperation and competition are entangled in video games. The association
football video game series presents cooperative-competitive, single, or multiplayer modes of
play on various platforms, showcasing distinct contexts and configurations of competition
and cooperation. The scoreboard, a standard in sports video games, is an insistent reminder
of who (or what) is winning. Opponents might be seated together on a living room sofa,
supporting (or goading) one another with tips (or light-hearted jests), impressing each other
with elaborate moves, laughing over botched performances, or sharing turns on the con-
trollers (Heide Smith, 2006). At the same time, identical game software can be played under
the formal organization of esports (electronic sports) leagues, complete with tournament
and local rules, official records, online rivalries, spectators, and trained (human) match ref-
erees. The international competitors might otherwise engage in soundless performances of
instrumental play going “for the win” or by trash-talking their way to a victory spectated
by thousands online.

The surrounding environments of FIFA-ranked games and esports are punctuated by
overt competition. Amateur to professional performances are published on formal and
informal leaderboards from Futhead (a FIFA Ultimate Team fandom gaming community)
to Liquipedia.net, which has remained a central esports tournament repository since 2009.
Players compete for “achievements” (e.g., scoring a goal from a free kick and unlock-
ing the “dead ball specialist” achievement in FIFA 22), which are recorded to a player’s
online public profile. A point system is even at work post-game, where competitors can
award “reputation” votes to their opponents (FIFA 12) — a particular form of cooperation
and social management that works to maintain players’/teams’ status in their tournament
environment. What FIFA practices indicate is the extensive and dynamic assortment of
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situations, people, expertise, rules, locations, and other effects that feed into the competi-
tively and cooperatively played game (Guins et al., 2022).

This chapter presents the central sociological, philosophical, and design perspectives
surrounding games’ competitive and cooperative forms and experiences. These three dis-
ciplinary standpoints map out some of the essences of competition and cooperation in
video games but also work as links between the studies of games more broadly. As such,
this chapter also refers to work in sports studies to incite deeper consideration of these
two traditional concepts that pertain to the structures, experiences, and cultures of games
as organized play. Though first, it must be asked: what is competition and cooperation in
video games?

Cooperation in Games

Under formal terms, a game involves a process or structure with a conflict or competitive
element that makes them identifiable as games (see Salen & Zimmerman, 2004). Within
this simple framework, the inter-relationship between cooperation and competition in video
games has an ontological foundation. Or, as game designers Salen and Zimmerman (2004)
state, “the very act of playing a game is an act of cooperation” (p. 256; see also Boxill,
2003). Is cooperation also at the heart of games, and if so, how does it look?

Working toward common goals, reaching objectives, and sharing in achievement exploits
(trophies, shared stories, close involvement with impressive play) are frequently heard ren-
ditions of cooperation in games (Cody, 1979; Adams, 2010; Lowood, 2013). This brings to
mind publicly posted gameplay of teams screaming in joy after defeating an infected horde/
endgame boss/another team or the collaboration of live-action role-players who “delight
in” experiences of hopelessness, disempowerment, and tragedy created within the game
event (Montola, 2010). In such expressions, cooperative play is dramatized by the positive
values associated with social unions, where the potential gains of collaboration are ren-
dered by and large as outweighing any possible downsides. However, when we scratch the
surface, cooperation is rendered in games as a far more complex and nuanced play variant
(DeKoven, 1978). Reaching common goals together can, for example, be deemed necessary
by design, that is, minimum team numbers to initiate a game or team skill required to expe-
rience certain areas of game content. Such joint ventures are oriented by player/community
agendas and social norms. They can involve less altruistic notions of cooperation such as
reciprocity, those practices inundated by a stance of “I’ll scratch your back if you scratch
mine”. In this light, acts of cooperation are not always positively infused with values of
mutual aid or support, and teams, playful or not, still play with power (Sutton-Smith,
1997). Whether or not a player chooses to engage in cooperative (as well as competitive)
modes and codes involved in the game is another discussion that deserves careful considera-
tion (Taylor, 2012; Wilson, 2012; Guins et al., 2022).

Cooperation traverses game design and gameplay processes. To survive in co-op mul-
tiplayer games, collaboration is required. Team-based games necessitate that most players
subscribe to cooperating if there is to be a game at all. In hybrid competition modes (where
cooperation is “permitted” at times and at other times cooperation is an option that play-
ers may choose), new gameplay rhythms under unique cooperative alliances are reached
(Adams, 2010, p. 14). However, cooperation in games extends beyond such traditional
structures. In the following examples, players compete against games as artifacts but also
cooperate, on various levels, with the designers toward the formation of the game itself.
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For instance, as the first players attempting to defeat a new game environment, progress-
raiding guilds in World of Warcraft (Blizzard Entertainment, 2004) contest the patched
game content and, as such, the designers. Progress-raiding guilds push at the very limits of
the designed challenge (including finding bugs and discovering “unintended” loopholes in
game mechanics) in their “world-first” runs in defeating game design level.

Such players are fundamentally involved in shaping the end-game content for guilds to
come. In a more niche case, Kaizo Mario (n.d.), a ROM hack created by T. Takemoto of
Super Mario World (Nintendo, 1990), is a game explicitly designed for a specific player
(Takemoto’s friend) in a way that it challenges him directly (http://kaizomario.techyoshi.
com/). The designer requires not just player effort but something particular — that the friend
does his best and perseveres. Wilson characterizes this as a “battle of wits and willpower”
between player and designer (2012, p. 42). The act is more than just agreeing to play and
acting cooperatively. In this case, the game and act of playing are based on and advance
the intimacy between the player and designer. A sense of knowing one another is vital in
the performance, and winning and losing are rendered as less significant next to the “vir-
tual” touch, push, and pull within the game relationship. Kaizo Mario is an evocative case.
The competitive game structure is exposed as relying on collaboration (which necessitates
intimacy) between designer and player for both parties to meet the related goal: an experi-
ence and performance of togetherness (see Eichberg, 2010). Intimate gameplay experiences
between players and designers, as well as between players and unknown others (such as in
the anonymous multiplayer structure of Journey [thatgamecompany, 2012]), are relatively
unexplored in their unique blending of cooperation and competition. Research and design
considerations of mutual effort in games would do well to consider these other provocative
moments of cooperation, extend our understanding, and broaden the range of designs and
experiences available in contemporary play forms (Wilson, 2012; Mitchell et al., 2020).

As various disciplines show, the realization of cooperation in video games varies greatly:
from the interdependence crucial to collaborative goals in team games to the reliance on
rivals to “play their best” for players to experience personal and team excellence and
beautiful play, and to demonstrate their ability (Boxill, 2003; Lowood, 2013). To be sure,
cooperation is a vague term that filters consistently into game design, gameplay, and game
cultures, though it is far from the simplified notion of all for one and one for all. When tied
to competition in games, the complexity is amplified.

Competition in Games

Competitive video games are designed in many different formats and flavors. Traditional
competitive forms include single or multiple players versus the game itself (or computer-
controlled characters), team competition, unilateral competition (one player against sev-
eral others — asymmetrical multiplayer games), multilateral competition (where it is “every
player for herself”), or straight-up player versus player (Fullerton, 2008, pp. 51-56). Despite
the nuances of experience that are brought to such assorted game structures (Jenson & de
Castell, 2008), competition is primarily characterized in games as (1) involving structured
rule sets, (2) engaging players with mutually exclusive goals (in which only one player/team
can achieve within a contest), and (3) (often) producing an end-game result that is unpre-
dictable and that reveals clear winners and losers (Adams, 2010; Boxill, 2003; Suits, 1995).
With such an emphasis on achievement and winning, especially in well-established Western
versions of the concept of competition, it is interesting to look at the term’s root.
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Competition (competitio) means “to strive together”; as implied, this requires other peo-
ple or things, such as environments, time, previous performances, or records to strive with
or to quest against in order to compete (Hyland, 1985). The emphasis on striving together
is a strong tie connecting competition to cooperation. Sports philosophy, for example,
suggests that competition always takes for granted that others are involved (though oth-
ers need not necessarily be present). One cannot both win and lose against oneself (self-
improvement and development are more accurate descriptions of an individual engaging
in what is often referred to as “competing against oneself” [see Drewe, 2003, pp. 10-11]).

Competition is firmly rooted in game studies (as well as sports studies) discourse, and
most categorically through the work of French sociologist Roger Caillois. In his foun-
dational work on the classification of play forms, Caillois outlines four principal terms
underpinning the complexity of games: agdn (competitive play), alea (chance-based play),
mimicry (make-believe play), and ilinx (playing with vertigo). Moreover, the complexity of
these play forms extends along a continuum of two opposing concepts: the improvisational
freedom of paidia and the structured or rule-based activity of ludus (Caillois, [1958] 2001,
pp. 12-13). Caillois’s classifications are well-discussed in game studies (see Fullerton, 2008;
Lowood, 2016). However, agoén and ludus are salient, central tenets of video game compe-
tition and worthy of closer consideration from the perspectives of system designs, player
practices, and game community cultures.

The relationship between agén and ludus explicitly calls forth competitive and structured
gaming activities. Taking the competitive principle of agdn at its very most straightforward
description, Caillois states it demonstrates superiority within a defined rule set. Agén speaks
to those contests where players can show their ability, where a winner “appears to be better
than the loser in a certain category of exploits” (Caillois, [1958] 2001, pp. 14-16). Agdn
is emphasized through phrases demonstrating superiority or “the desire to win” (Caillois,
[1958] 2001, p. 111). But what is hidden under slim readings of a “winning attitude” per-
spective? What kind of participation in readings of competition has been silenced or side-
lined throughout the term’s pervasive and foundational use within the field of game studies?
What does an overt focus on winning (emphasizing winners through achievements or the
desire to be the winner over a competitor) do for the actual lived experiences, cultures,
designs, and overall nuance of, and rhetoric surrounding, competitive activities?

Historically, game designers have readily leaned on Caillois, as Tracy Fullerton (2008,
p. 92) highlights:

What is interesting for game designers about this [Caillois’s] classification system is
that it allows us to talk specifically about some of the key pleasures of the types of
play associated with different types of game systems. . . . Examining the pleasures of
each of these types of play can help you determine player experience goals for your
game system.

Such heuristic devices are certainly warranted in the design of such complex systems, and
the authors of such practical design tomes are offering only that — heuristics. Nonetheless,
first, it must be asked whether the key pleasures of competition, such as those emphasized
by Caillois, are representative of the diversity of video game players, both established and
emerging, and “whose” or what notion of competition is reiterated through game design
and game practice? In this regard, Jenson and de Castell (2008) offer a compelling argu-
ment, suggesting that competition discourse has grown from particular users’ experiences,
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where consistent focus is on practiced or expert competitors. “The very idea of ‘competi-
tion’”, they maintain, “is both gendered and contestable” (p. 17). Expert players, male
bodies, and hegemonic masculinities, they find, dominate and direct “legitimized” competi-
tive practices and the pleasures considered central to such game types. Other experiential
features are frequently disregarded or relegated in accounts of competition. These include
refinement, laughter, encouragement, talk, failure (and overcoming it), and benevolence —
which outlines the elements of competition in a different light (DeKoven, 1978; Eichberg,
2010; Jenson & de Castell, 2008; Heide Smith, 2006; Witkowski, 2012; Guins et al.,
2022). In a parallel argument from sports studies, dominance over others may be found as
one pleasure of competitive play for various players, though for others, or indeed the very
same players, in enjoying those fierce rivalries, it is friendship or togetherness that is at the
forefront of their practice in competitive games (Boxill, 2003). I want to tread carefully
here, as “winning” as a desired outcome (rather than an orientation to produce excellent
play) and “demonstrating superiority” are indeed experiences and pleasures of competitive
activities for many players. However, research on individualist (as contrasted against collec-
tivist) gaming cultures makes clear that these are features not essences of competition and
are certainly not the only way the transient term is lived or conceptualized (Allison, 1980).

As an archetype of the competitive game structure, the agdén and ludus relationship (and
the desire to win) gains further nuance in the research of Jonas Heide Smith (2006), who
explores the question, “Do players seek to win?” In his study, the dominant models of pre-
dicted player behavior (based on game design) as measured against actual player behavior
are explored through a lens of economic game theory. Looking at player behavior in dif-
ferent game structures (cooperative, semi-cooperative, and competitive), Heide Smith finds
multiple behavioral expressions that further complicate notions of competition. Coopera-
tive games, for example, can involve aggressiveness and provocation by teammates for “not
playing well enough”. Semi-cooperative games, conversely, can find players who attempt to
“be the best” at cooperating or who only cooperate for reciprocity. Finally, self-limitation
was observed for social ends in games marked for player-versus-player competition (i.e.,
multiplayer racing games). This last finding was illustrated by a group of players with
diverse experience levels. Heide Smith observed that the expert in the group tapered their
play to match the level of competition, literally driving their race car backwards on the
track to recalibrate the challenge and working to keep the “playing climate” positive (2006,
pp- 215-219). While players often sought to win in the game in Heide Smith’s study, social
norms, expertise, and the situatedness of play convolute any pure agonistic desire to win
(Guins et al., 2022). This last point, regarding the entanglements of desire, speaks to the
alternative qualities of experience found in various player skills and practices.

Alternative Qualities of Experience

Greek-inspired conceptualizations of competition and cooperation in games extend beyond
the dominant terms of agén and ludus. Aréte — the pursuit of excellence — offers another
perspective. Hans Gumbrecht (2006) delicately handles aréte in the context of serious sport-
ing engagements as distinguished from traditional understandings of agén. He explains:

Aréte, by contrast, means striving for excellence with the consequence (rather than

the goal) of taking some type of performance to its individual or collective limits. . . .
Above all, I prefer aréte [to agdn as a description of competition in sports qua games|
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because I think that striving for excellence always implies competition, whereas com-
petition does not necessarily imply striving for excellence . . . even if we strive for
excellence in absolute solitude, we cannot do so without competing against the per-
formance of (absent) others.

(pp. 70-71)

In Gumbrecht’s account, aréte is encapsulating agén. While this encapsulates its challenges
in any broader use of an aréte-inspired competition (are players “pursuing excellence”
when they play out of boredom or as a part of a repetitive training regime for high-end
competition?), such a consideration questions traditional positions regarding the situated
experience of competition. As a lens on competition, aréte illuminates how game goals
and player desires fluctuate throughout the lived experience of competition; or when, how,
and why players choose to “play to win”, “play towards excellence”, or “just play well
together” (DeKoven, 1978; Sirlin, 20035). The emphasis on the desire to win in competition
could perhaps be renewed to “aspire to win”, given that “aspire” — to strive for — seems
the more appropriate verb in sync with notions of excellence. In an early interpretation
of excellence in sports, Paul Weiss (1969) furthers the discussion with a more corporally
informed statement on competitive (athletic) performance. He suggests that what we might
find in those (elite athletic) performances is “what we ideally are as bodies” (p. 16; empha-
sis added). I would temper his phrasing to bring the phenomenologically toned expression
of excellence and competition to a more public level (beyond those few winners and fewer
experts). In these arrangements and practices of games, perhaps we, most simply, are just
finding out how we are as bodies. In this sense, aréte is turned back onto subjective but
also collective, inter-embodied experiences (and those aspirations set in a social world) and
speaks more to somatic experience and existence, made of and between competitors, than
to desires in play (Eichberg, 2010; Lowood, 2013).

As a facet of competitive and cooperative gaming, the language of excellence adds to
the descriptors given to the experience of competition, which includes positions such as
undertaking a successful endeavor or participating in and employing one’s practiced or
newly honed skills (Heide Smith, 2006, p. 34). Through this extended lexicon, the essence
of competition matures with a richer sense of the many arrangements and understandings
of ludic pleasures.

Conclusion

Competition and cooperation in games are dynamic and situated processes. The phrase
“play is personal” is a good reminder of the shifting nature of games, not only as designed
objects but also as things that people play, shape, make, and configure (Witkowski, 2012,
p. 173; see also Taylor, 2012; Wilson, 2012). Accordingly, this chapter extends the focus of
competition and cooperation in game studies by looking beyond its conventional borders
and principles.

Competitive video game participation, forms, and rule-based formalities continue to
expand into mainstream life. A decade of growth has seen the emergence of everyday careers
in digital play and esports as nationally recognized sports (Taylor, 2018; Witkowski, 2022);
new orientations to cross-region competition, partnership/ownership models, and environ-
mental impacts (Seki, 2022; Hammar et al., 2021); ongoing challenges in the regulation of
discriminatory behavior in games (Gray et al., 2018); along with shifting gambling models
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and decentralized (blockchain) competition (Xiao, 2022; Scholten et al., 2019). While these
topics are already under the lens of game scholars, albeit research that could do with “more
hands on deck”, two higher-level actions demand our attention.

Further longitudinal qualitative research is required, building on the experiences and
impacts of diverse player and industry practices in various settings. These studies are not
attractive to the neo-liberal university (as basic research) and are significant in identifying
and recording residual, dominant, and emerging socio-environmental developments under
competitive frameworks. We must all fight for this slow scholarship to take place and,
in doing so, build a knowledge apparatus for all. Extending from here, more rigorous
attention to alternative constructions of competition-cooperation in game design and game
participation would augment and diversify the knowledge and practices of video game
designers, organizers, and players. A final thought: let’s explore games and game perfor-
mances weighted — by systems or players — toward or equally by cooperation, achieving
human and non-human excellence together, even the making of artistic expression, discov-
ery, and togetherness through game performances under competitive formats. How we play
and make competitive—cooperative games reflect our societies and cultures, but how we
research them — what is front-staged and what is forgotten or ignored - tells us something
more significant about the production practices of game studies itself.
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CONFLICT

Marko Siitonen

Conflict at the Heart of the Game

Imagine a game of musical chairs. A group of children is moving around a circle of chairs
while music plays in the background. The music stops, and each participant tries to secure
a chair as quickly as possible, using speed and agility to beat other players. In the end, one
player is left without a chair and consequently removed from the game. One chair is taken
away so as to keep the number of chairs below the number of players, and the game con-
tinues. Now imagine the same scenario as before but with exactly as many chairs as there
are participants. When the music plays, everyone paces leisurely, certain of having a chair
to sit down on. And when the music stops, everyone simply sits down without having to
compete for a seat for themselves. Unlike in the first version of the game, however, there is
little sense in continuing this one past the initial round. Taking away the conflict embedded
in the game essentially makes it a meaningless and, most importantly, boring activity.
Conflict, at least in an open and relatively abstract sense, lies at the heart of games.
Conflict is something that turns a simple challenge, such as being able to jump over a high
fence, into something much more engaging. In his book on game design, Chris Crawford
(2003) illustrates how conflicts between active agents are what set games apart from many
other forms of creative expression. In addition to Crawford, several other prominent game
scholars and designers have demonstrated the centrality of conflict (or sometimes contest)
to the idea of games (e.g., Salen & Zimmerman, 2004; Avedon & Sutton-Smith, 1971).
This chapter uses a four-way schema to frame and understand conflict in games. In
his book An Introduction to Game Studies (2008), Frans Mayra considers challenge and
conflict as one of the key dynamics important to understand when analyzing games. He
separates two main viewpoints into conflict, the conflict between the player and the game
and the conflict between players (Mayra, 2008, p. 20). These viewpoints form the basic
structure of this chapter. They are further divided into two variants, intentional and unin-
tentional conflicts. Following this structure, I first look at conflicts between the gamer and
the game. These include intentional conflicts designed into the game, as well as instances
where the needs and motivations of the gamer are in juxtaposition to the game, causing
an unexpected, and often unwanted, conflict. Second, I look at conflicts between players.
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Again, I approach the topic both from the viewpoint of conflicts that are designed to occur
and conflicts that arise naturally as a part of social interaction between players.

Not all approaches to conflict could be included here. For example, I do not look at the
potential conflicts between various interest groups surrounding gaming, such as developers/
publishers vs. player communities (such as can be the case with certain types of modding),
or the kinds of conflicts that take place within the broad realm of gaming but outside of
the actual game experience (such as platform wars fought among supporters of different
gaming consoles). I also do not deal with decision theory, or conflict as seen from the point-
of-view of traditional game theory (i.e., in applied mathematics and economics). These, and
other viewpoints, remind us of the usefulness of conflict as a lens through which games and
gaming culture can be observed and understood.

Conlflict Between the Gamer and the Game

Some games or game-like activities can succeed while relying on an interesting challenge
alone. In practice however, designing artificial conflicts is usually central to game design.
As Crawford (2003) puts it, “conflict enlivens and animates challenge; without conflict,
challenge is limp and passive” (p. 55). The distinction between a challenge and a conflict
is not always easy to make. For Crawford, it is the presence of purposeful opponents that
characterizes conflicts.

There are several ways of designing conflicts between the gamer and the game. Some
contexts, such as war and sports, have become staple imagery of video games. On a con-
crete level, player-versus-game conflicts can manifest as a struggle with enemy non-player-
characters, the environment of the game, or other factors. The key dynamic is often that of
restricting or opposing the actions of the player. From a design viewpoint, it is important
to remember that conflicts are defined by rules and that playing by these rules should allow
the player to reach a meaningful (and often quantifiable) outcome or result (Salen & Zim-
merman, 2004, p. 80).

What is it about conflict that motivates players? One way of answering this question is
to see solving conflicts as answering a very basic need in players. Players entering a game
want to understand it and, ultimately, to be able to control it. In many cases, the final goal
of players is to resolve the conflict, or somehow find a balance to an unbalanced situation.
This need for resolving the conflict can be understood through the universal drive for reach-
ing closure. Much like we automatically fill in the blanks in an incomplete picture to make
it whole in our heads, there is a basic need for orderliness and control in us that can be a
powerful source of motivation when used properly. From this viewpoint, the lack of order,
or apparent meaning, can be seen as a source of conflict or tension between the game and
the player, driving the player to mend the broken picture of the puzzle, or to find a way to
balance the infrastructure of an imaginary city on the verge of chaos.

Following this line of thought, a game should afford the player a level of meaningful
interaction within its system. This is what makes a game playable. However, it is the level
or grade of this interactivity that has an influence on whether a game is not only playable,
but also enjoyable. On the one hand, if a game is too difficult to understand or impossi-
ble to control, the inner conflict or tension may remain unresolvable. On the other hand,
should the game be too simple to master, no meaningful level of conflict or tension may
appear. Here we step into the realm of player experience, a subjective and highly varied
phenomenon.
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Mihaly Csikszentmihalyi’s concept of flow (1990) has been widely adopted by game
studies scholars. While the concept was not originally developed for this purpose and is
easy to misunderstand and misuse, the idea of a dynamic relationship between an indi-
vidual’s skills or competence and the challenge presented to him or her can be a useful tool
when trying to understand games and their players. When is a conflict too difficult to be
settled? At what point is the need to resolve a conflict overcome with boredom if the play-
ers’ actions do not yield meaningful results? Finding a way to balance a player’s skills and a
game’s challenges in a way that keeps the player from becoming frustrated or losing interest
is one of the most important tasks in designing viable artificial conflicts in games.

Unintended Conflict Between the Player and the Game

Looking at unintentional and emergent conflicts requires a decidedly open definition of the
phenomenon. Here, conflict is not seen only as a direct contest or combat between actors
but rather as something more indirect and subtle, along the lines of disagreement, discord,
or interference.

A basic type of unintended conflict between player and game can be caused by a mis-
match between expectations and reality. It is not hard to imagine a situation where the
player wants easy-going entertainment but is aggravated by a game being too hard or harsh.
This, at its heart, is a conflict of interest. One can approach this phenomenon from the
point-of-view that play should be safe and emphasize having fun (e.g., Crawford, 2003,
pp. 31-32). Yet this is a necessarily limited viewpoint. It is also possible to question the cen-
trality of fun and see that the conflict or tension itself can be of value at times. A game might
offer such a frustrating experience that the player reacts physically, throwing the controller
to the wall — only to return to the game the next day, determined to overcome the challenge.

Incoherencies and unfulfilled expectations may also cause unintended tension between
the gamer and the game (Poole, 2000). A player may be in control of a superhuman charac-
ter with incredible agility and strength but still be unable to climb over a cunningly placed
dumpster in an alley that marks the end of mapped territory in an otherwise open-ended
environment.

There is also significant conflict potential in unexpected player behavior. In their review
of cultural studies approaches to digital games, Garry Crawford and Jason Rutter (2006)
present several views into how individuals can be seen as truly independent, creative actors
capable of “oppositional” readings of games. Players can and will break the rules of games,
disrupting the system they are embedded in and causing conflicts to emerge (between
themselves and the game as well as other players) that were not intended by the design of
the original game. From cheating to “griefing”, this kind of transgressive behavior can be
very interesting to study. This is what Salen and Zimmerman (2004, pp. 558-559) refer
to as resistance or friction, which can be seen as a form of conflict between the player and
the game.

Words such as friction, resistance, opposition, and disruption carry relatively negative
connotations when used to describe unexpected player behavior. However, as David Myers
argues in his essay on defining a minimalist game model, drawing a strong distinction
between “good” or “right” kind of play and abusive strategies (the so-called cheater or
spoil-sport viewpoint) is not necessary. According to him, since a game must place the
players in an oppositional relationship with itself and its rules, it is only the degree of this
relationship that changes. In essence, opposition, or contest or competition, is necessary for

238



Conflict

games to be considered games (Myers, 2009). From this viewpoint, the unexpected conflicts
should be expected and embraced, proof of the vitality of games and their players.

Intentionally Designed Player-Versus-Player Conflict

Conflict between players can take many forms, from two single players confronting each
other, to groups or communities competing, to asymmetric settings. A game can naturally
also entail more than one type of conflict.

Video games often enable multiple human actors to participate. In many ways this is
the simplest way of including several “active agents” (Crawford, 2003) in the gameplay.
These are parties with at least partly juxtaposed interests, goals, and motives. As Crawford
notes, while it is certainly possible to create a meaningful conflict between a human player
and a computer, in many cases the active agents in conflict are humans. Lankoski and Helio
(2002) discuss the same phenomenon through the concept of characters. They argue that it
is through well-defined characters with distinct natures and needs that one creates the basis
of conflict in the first place: “their conflicting interests are the basis of action; there can be
no game without conflict” (p. 315).

Looking at player-versus-player conflict in its simplest form, many games use a very
basic type of competitive conflict. A traditional example of such a conflict is evident in
zero-sum games. When played through, this kind of conflict can result only in the victory
of one player. Most importantly, for one player to win requires the other player to lose. Of
course, many games include conflicts that are more subtle or indirect and include several
parties and variables, but looking at their basic dynamics, it is often possible to notice the
presence of such a basic positioning. This is very much like a traditional view of social
conflicts, where the conflict automatically arises between the “haves” and the “have nots”.

A well-designed conflict in a game requires more than active agents with conflicting
interests. From the point-of-view of enjoyment, an experience of fairness is important.
A fair conflict takes place on a level playing field (Salen & Zimmerman, 2004, p. 260). As
hard as this might be to reach in practice, it is clear that taken too far, the feeling of unfair-
ness will result in players leaving the game.

Another useful point-of-view is to consider that to a certain extent, conflict between
players requires at least some level of cooperation. This is because most often participation
in games is voluntary. For a conflict to happen, let alone happen repeatedly or over a long
period of time, the participants must cooperate in creating and maintaining it. There must
be a basic willingness to play, built up and kept up via continuous negotiation (DeKoven,
1978). For example, in a game where the conflict proves to be unbalanced and therefore
not enjoyable, it is likely that players will abandon the game before long. From this angle,
conflict and cooperation go hand in hand, with the former being dependent on at least some
amount of the latter. Salen and Zimmerman, in their reading of DeKoven’s work, call this
the idea of cooperative conflict, where cooperation can be seen as something like systemic
cooperation that is fundamental to all games (Salen & Zimmerman, 2004, p. 256).

As a final point, it is important to remember that while design choices definitely affect the
kind of conflicts a game entails, they do not provide the whole picture. A designer may set
up what Lankoski and Helio call a “tense situation” (Lankoski & Helio, 2002, p. 313), but
it is often impossible to fully predict how players will act the situation out in reality. Salen
and Zimmerman (2004, p. 254) also note how seemingly simple design choices can result
in rich and multilayered conflicts, with players creating their own forms of conflict via their
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engagement in gameplay. This kind of emergent conflict is sometimes hard to anticipate and
leads us toward our next topic of unintentional and emergent conflicts.

Emerging Conflicts Between Players

When dealing with contexts where a people interact and collaborate for a prolonged period
of time, conflicts do not, strictly speaking, need to be designed in. They occur as a natural
facet of social interaction. Studies on the social dynamics of online gaming groups and
communities have illustrated that conflicts between group members are not only normal
but also practically unavoidable.

One interesting factor behind emerging conflicts is the variance in motives and approaches
that players have toward a game. Sometimes players’ conceptions of what the essence of the
game is, or how it should be played, are in direct contradiction, causing a conflict between
players. One way of understanding this is through the traditional categorization of forms of
play by Roger Caillois (1961). For example, let us imagine a strategy game that includes a
heavy narrative element and is partly dependent on strategic decisions and partly on chance
(or is sufficiently complex that not all outcomes can be predicted accurately). Now, in a
tournament or league built around this game, one can probably find players who appreciate
the background story and narrative of the game (mimicry), players who enjoy the way the
game swings back and forth unpredictably (alea), and players who view the competition
and winning as central (agdn). Players can even differ in whether they emphasis the rules
and structure (ludus), or seek more spontaneous and playful experience out of the gameplay
(paidia). The interplay of these different viewpoints is not always painless, as players strug-
gle to promote their way of playing the game as the right one.

The simultaneous existence of differing and even oppositional approaches helps to illus-
trate and understand the tensions between different player types (an idea introduced by
Richard Bartle in 1996, and later revisited by many), as well as the discourse on “power
gamers” (, Taylor, 2003). Sometimes players accuse others of sacrificing the fun, while
others insist that they are simply using the means that the game provides them in order to
win. In addition, conflicts between and among players are exemplified in terms such as free
riding and unsportsman-like behavior.

In long-term player groups and communities, participants typically engage in a process
of negotiating the norms and rules that govern their play. In a way, they enhance or add
to the design of the game, creating levels of meta-gaming that go beyond the original or
intended game space. Often, this process leads to conflict at one point or another.

In his ethnographic study of World of Warcraft players, Mark Chen points out how
players are capable of creating social dilemmas (Chen, 2012, pp. 57-58). That is, players
manage to create situations where many participants have to negotiate and make choices
with interrelated effects. Questions such as how to share limited resources in the game, who
should decide on the course of action to be taken, and how to deal with cheating or grief
play are typical for player communities. Of course, sometimes conflicts do not need such
fundamental issues behind them but can rather be attributed to misunderstandings caused
by mistypes or technical issues (Siitonen, 2009).

Sometimes conflicts among group or community members can become so fierce that they
endanger the existence of the player community. The process of escalating conflict has, for
example, been referred to as a “meltdown”, a situation where it is possible that people
argued until “irreparable damage occurred to their friendships, effectively disbanding the
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raid” (Chen, 2012, p. 73). Perhaps because of this possibility looming in the background,
or because of the basic orientation of being together for “fun and games”, members of
player communities even actively shy away from conflicts (Siitonen, 2009). For example,
having a clear set of rules regarding player behavior, and making sure that only players who
comply with these rules are let into the community when recruiting new members, can be
an effective strategy for managing conflicts preemptively.

Finally, not all conflicts among players are about the game they are playing. Games do
not exist in a vacuum but are rather intertwined with other aspects of human life in all
possible ways. Community members falling in and out of love, clashes between different
communication styles, and real-world worries and fears affecting people’s behavior are just
some examples of possible causes for conflict that end up making a difference within the
frame of the game.

The Interesting World of Conflict

Over the course of this chapter, we have seen examples of both intentional and uninten-
tional conflicts in games. It then becomes relevant to conclude with some examples of views
of conflict that can be beneficial both from a design perspective as well as from a research
point-of-view.

Since conflict is central to games and gaming, there are several benefits to embracing the
concept in all its variance. From a design point-of-view, it makes sense to try to provide as
rich a space of possibility for conflicts as one can in order to support a wide range of them.
This is what is said to make a game meaningful (Salen & Zimmerman, 2004, p. 255).

Many games successfully tap into the basic motivation that players have of establishing
order over chaos or making sense of a system that poses challenges to them. As Salen and
Zimmerman note, “formal decisions about the game’s structure directly shape the nature
of conflict emerging from the game” (2004, p. 254). While design choices definitely mat-
ter, it is good to remember that one does not need to design conflicts for them to occur.
Especially in complex systems with an increasing number of active agents, the sheer range
of dynamics of interaction help conflicts to emerge. Quite simply, if a system is complex
enough, including a large quantity of independent variables, there is a basic pull toward
entropy and chaos.

Looking carefully at the various dimensions of conflict can be useful both when design-
ing and analyzing them. Conflicts have been categorized in many ways, for example, into
physical, verbal, political, and economic conflicts (Crawford, 2003, pp. 56-59). It is a use-
ful exercise to think of different types of conflicts and how they would relate to existing
categorizations. One might add emotional conflict to the previous list, even though it has
been less used in video games and is definitely harder to design well than physical conflict.

Other interesting and useful ways of analyzing (and designing) conflicts include looking
at how direct or indirect the conflict is and how intensively it plays out. Regarding intensity,
Crawford asserts, “a well-paced game design will rely on more indirect, less intense forms
of conflict if it is to last a long time” (2003, p. 61). The intensity of conflict can even be
used when analyzing games by drawing a “conflict-tension curve” where the relationship
between the intensity of gameplay to time spent playing is illustrated (Friedl, 2003, p. 243).

Whether designed or unintentional, there are many interesting viewpoints to conflicts
beyond the scope of this chapter. One might look at the way game design can deliberately
be abusive toward the player, or the way players might use games as platforms for acting
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out conflicts in a way that would be difficult or impossible to do outside of the game. From
straightforward conflicts between the game and the player to the complicated dynamics of
conflicts in meta-games of thousands of players, understanding the role of conflict has a key
role in the understanding of games.
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INTERACTIVITY

Lori Landay

Interactivity is the potential for, or phenomenon of, interaction; interactivity can be a prop-
erty of an artifact, a perception, or an experience. Interaction is an action that occurs as
two or more participants exchange information (people, artifacts, materials, or machines)
that has a reciprocal effect on each other. As human experience, interaction can involve
the entire body and all the senses and emotions. The most common example of interac-
tion is a conversation between two people, in which each responds to the other in repeated
exchanges, taking into account the information in the previous communications. Interactiv-
ity in video games or other forms of new media (for example, websites, interactive digital
art, or learning interfaces) most often refers to communication between a human and a
computer. The person controls a computer system to do something that is meaningful to
them; the system changes because of, and responds to, the user’s input as one of the par-
ticipants in the interaction, and there is a loop of information exchanged. The person may
perceive that they are interacting with the computer system in a reciprocal way as if they
were participating in a conversation. The interactivity of an artifact such as a video game
has come to mean part of the user experience and is closely related to the concept of game-
play in that interactivity encompasses what a player does to engage in the reciprocal-feeling
activity with the system.

Contested Definitions of Interactivity

The definition of interactivity has historically been contested, with scholars from different
fields emphasizing either technology, the communication setting, or the perceiver, yield-
ing different insights and interests. Seeking to combine approaches, some define interac-
tivity as predicated on the connections between systems, context, and perceivers, such as
when Spiro Kiousis writes, “interactivity is both a media [sic| and psychological factor that
varies across communication technologies, communication contexts, and people’s percep-
tions” (2002, p. 355). Brenda Laurel (1991) explains that in the mid-1980s, the rage for
a definition of interactivity prompted her to offer the idea of interactivity as a continuum
of three variables: frequency, range, and significance of user choices in a system (1986),
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but she revised her earlier work to include the perception of participation, a “thresholdy
phenomenon”:

You either feel yourself to be participating in the ongoing action of the representa-
tion or you don’t. Successful orchestration of the variables of frequency, range, and
significance can help create this feeling, but it can also arise from other sources —
for instance, sensory immersion and the tight coupling of kinesthetic input and visual
response. If a representation of the surface of the moon lets you walk around and look
at things, then it probably feels extremely interactive, whether your virtual excursion
has any consequences or not.

(1991, pp. 20-21)

In a similar vein, motion-tracking and biosensor performer and researcher Robert Wechsler
elucidates, “we must think of interaction primarily as a psychological phenomenon, rather
than a technical one” (2011, p. 62), and adds, “interaction is a feeling you can achieve in a
performance setting. It relates to spontaneity, openness and communication” (p. 64). Mar-
garet Morse explains that the “inter” prefix in interactivity is significant:

inter- joins what is other or different together. That liaison between mind, body, and
machine, between the physical world and the other virtual scene, requires a translator
or interface. . . . One interacts by touching, moving, speaking, gesturing, or another
corporeal means of producing a sign that can be read and transformed into input by
a computer.

(2003, p. 19)

Definitions categorize interactivity as a property of the system, the medium, the user, or a
combination of two or all three. The field of interaction design often encourages a perspec-
tive in which the designer thinks about how people will use the artifact in order to work
from a perspective that foregrounds the user experience in designing the aesthetics and
technical aspects. In discussions of video game design, interaction is necessarily a property
of the system, characteristic of the medium, and also the “thresholdy” experience that Lau-
rel discusses (noted earlier). In video game studies, interactivity is closely associated with
“gameplay”, which seeks to combine the three aforementioned properties and the concepts
of immersion and agency.

Nearly everyone discussing the term interactivity mentions that it is not well understood,
having suffered from a too-broad application that conflates interaction with any action
causing an outcome. Nevertheless, the term persists because it refers to what game designer
Chris Crawford argues is

the very essence of the entire computing experience . . . the computer revolution
that began twenty years ago [c.1980] arose from the ability to close the loop with
the user, so that input, processing, and output were part of a continuous interaction.
Pre-personal computers could handle budget calculations, but the spreadsheet (an
interactive budget) caught fire. Pre-personal computers had text-formatting programs
allowing users to print out documents, but it was the advent of the interactive word
processor that made PCs so compelling.

(2004, p. 45)
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Therefore, despite misuse and contested definition, interactivity continues to be essential in
video game studies, and it has specific meanings in the fields that inform it — such as com-
puter science, communications, sociology, contemporary art, and design.

Interactivity as Communication and Control, or a Conversation

The loop to which Crawford calls our attention connects to Norbert Wiener’s feedback
loop. Indeed, at the core of all the different definitions and debates of interactivity are the
original tenets of Wiener’s pioneering idea of cybernetics. Communication and control still
summarize what happens between a user and the computer system when someone plays a
video game — whether it be PONG (Atari, 1972) in an Atari arcade cabinet, Tetris (Alexey
Pajitnov, 1985) on a Game Boy, World of Warcraft (Blizzard Entertainment, 2004) on a
laptop, Mass Effect 3 (BioWare, 2012) with Kinect, or Pokemon Go (Niantic, 2016) on a
mobile — or participates in The Under Presents: Tempest (Tender Claws, 2021) on Oculus
Quest or Rift.

Many scholars discussing video games and new media, including foundational work by
Espen Aarseth, hearken back to Wiener’s definition of communication as the exchanging
of information to affect the environment: “information is a name for the content of what
is exchanged with the outer world as we adjust to it, and make our adjustment felt upon
it” (Wiener, 1954, p. 16). Aarseth borrows “ergodic”, a term from physics, to describe
the “nontrivial” physical effort necessary for a reader/player to “traverse” the cybertext
(1997, p. 1). The physical movements, whether mouse clicks, joystick movement, or kinetic
or haptic control, provide input that affects the text, and, in a video game, there can be a
direct correlation between what the user does physically and what happens in the game.
The feedback loop created by the physical participation of the user, the computer system,
and the text (for example, the game) is a particular kind of communication and control. In
Game Feel: A Game Designer’s Guide to Virtual Sensation, Steve Swink details the loop in
a process with the player on one side with the first three parts of the process of real-time
control, and the computer on the other with the second three: (1) Senses (input), (2) Brain,
(3) Muscles (output), (4) Controller (output), (5) Processor, (6) Display (output) (2008,
p- 36) (see Figure 31.1).

Interactive architecture systems designer Usman Haque stands in the tradition of Wiener
when he explains:

At its fundamental, interaction concerns transactions of information between two
systems (for example between two people, between two machines, or between a per-
son and a machine). The key however is that these transactions should be in some
sense circular otherwise it is merely “reaction.”

(Haque, 2006, p. 1)

Haque distinguishes between single-loop interaction, in which the outcome is within a
“predetermined set of boundaries”, and “multiple-loop interactive systems”, in which the
interaction is like a conversation built up through exchange of information and that each
communicator takes into account. There is, for the human, a sense of agency, the abil-
ity to effect change. Others concentrating on new media have made a similar distinction
between simple (and uninteresting) interactivity and a more dynamic, interactive system.
Lev Manovich qualifies the term “interactivity” with “open” and “closed” to indicate
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Figure 31.1 Steve Swink’s “Interactivity in Detail” diagram shows six stages of an input-output loop
between player and computer.

Source: Reprinted from Swink, S. (2009). Game Feel: A Game Designer’s Guide to Virtual Sensation.
Elsevier, p. 36.

whether the user has a role in generating the elements and structure of the cultural object
(open) or chooses among fixed elements already ordered in a branching structure (closed)
(2001, p. 40).

The elusive quality of “open” interactivity has been expressed by the metaphor of a
conversation, of reciprocal human-to-human interaction, despite the myriad ways that
human-to-computer interactivity is not conversational. We find this at the beginnings of
definitions of interactivity, with the MIT Media Lab’s original working technical definition
of interactivity: “Mutual and simultaneous activity on the part of both participants, usu-
ally working toward some goal, but not necessarily” (Andrew Lippman, in conversation
with Stewart Brand, quoted in Brand, 1987, p. 46). Its five corollaries are interruptibility,
graceful degradation, not losing the thread, limited look-ahead, and the impression of an
infinite database. Lippman uses the distinction between a conversation and a lecture to get
at the essential ability to change the exchange as it is happening without knowing how it
will transpire, to “distinguish between what’s interactive, which means mutual and simul-
taneous, versus alternating” (p. 46). The corollaries mean an interaction between a user
and a system that is like a conversation in that (1) you can interrupt the other person for
clarification, agreement, or to change the subject, and the other person can return to fin-
ish the interrupted word or thought; (2) a request that can’t be answered can be handled
gracefully without stopping the interaction; (3) an overall thread can be kept even when
the thread diverges from the original goal of the interaction; (4) the end of the interaction
is not preprogrammed but dynamic, like how a person cannot look ahead to see the end of
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a conversation that hasn’t happened yet; and (5) the choices a user can make appear to be
unlimited, despite there having to be limitations in the system.

The corollaries in Lippman’s discussion are important for interactivity between humans
and computer systems, in general, and video games, in particular, because those qualities
of conversational interaction are what make an experience with an artifact dynamic. For
example, when you can clearly see a series of binary choices in a game, there is not enough
limited look-ahead or the appearance of an infinite database, and it is too easy and boring.
The difficult task facing programmers and designers is to construct games that give the
experience of gameplay that has a conversation’s reciprocal feeling of exchange of effect.
Activity that is not reciprocal, simultaneous, mutual, and interruptible is not interactivity.
Clearly, much of what is commonly termed “interactive”, including games, art, educational
software, video, television, and other media, does not fulfill the more accurate definition of
interactivity based on mutually effecting exchange of information, but it has been perceived
of and experienced as interactive.

Chris Crawford’s influential definition of interaction, “a cyclic process in which two
actors alternately listen, think, and speak” (Crawford, 2002, p. 5), most fully articulates the
conversational ideal of interactivity, but does the conversational ideal apply to a gamer’s
experience playing a video game? Often interactivity is equated with the concept of game-
play, as in Richard Rouse’s discussion in Game Design: Theory and Practice: “A game’s
gameplay is the degree and nature of the interactivity that the game includes, i.e., how
the player is able to interact with the game-world and how that game-world reacts to the
choices the player makes” (Rouse, 2001, p. xviii). Jorgensen writes:

Gameplay is not a feature designed into the game alone, but an emergent aspect of
interaction between the game system and the player’s strategies and problem solving
processes. In short, gameplay is how the game is played, delimited by the game rules,
and defined by the dynamic relationship that comes into being when the player inter-

acts with these rules.
(Jorgensen, 2008)

“Conversation” With Non-Player-Characters

The kinds of “hyperselectivity” so dissatisfying in interactive movies on DVD (Perron,
2003, p. 247) do not feel interactive, and often dialogue with non-player-characters (NPCs)
is really selecting topics for the NPC to relate in order to further exposition. To be sure,
there are limitations with chatbot and dialogue tree programming that are continually
eroded, and artificial intelligence systems such as Radant Al, created for The Elder Scrolls
IV: Oblivion (Bethesda Game, 2006) and used in The Elder Scrolls V: Skyrim (Bethesda
Game, 2011) games, enable NPCs to interact with each other and their environment in
ways that will undoubtedly become more “thresholdy”.

In Portal 2 (Valve, 2011), NPC Wheatley is a robot who initially accompanies Chell, the
human, through whose perspective the first-person player experiences the game. Brilliantly
voiced by British actor Stephen Merchant, eyeball-robot Wheatley provides company, com-
edy, and exposition, but in a surprisingly natural, neurotic, and humanly flawed way. Given
that the protagonist, Chell, is silent, as so many characters in single-player games are, there
is no interactive conversation between you/Chell and Wheatley; however, he is so cleverly
scripted and performed that it feels like he is responding to your choices and outcomes,
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Figure 31.2 Wheatley in Portal 2 (2011) is a programmed NPC reacting to the player’s input, but he
has been designed and performed to be perceived by the player as another autonomous
participant in an interactive exchange.

interpellating you. The superb writing, programming, and voice acting create a strong per-
ception of interaction.

Artist David Rokeby commented on what it is we seek in interactive media: “Technology
mirrors our desires; interactive technologies, in particular, reflect our desire to feel engaged”
(Rokeby, 1996). Engagement suggests entertainment, distraction, attention, and emotional
affect, but not necessarily what happens in a conversation or a feedback loop. Portal 2
(2011) plays with the desire for engagement, not interaction with other people, to which
“interactive” technology appeals (Figure 31.2).

Interactivity, Interaction, and Video Games

Within the field of new media studies (broadly defined), three major approaches to defin-
ing interactivity emerge: those that focus on the functions of features of particular tech-
nologies, those that focus on processes of interchange and responsiveness, and those that
focus on users’ activities, behaviors, or perceptions. The first foregrounds the system, and
the second, the user’s experience. Ultimately, the user’s experience depends on the system
and the processes it affords, but whether the user’s experience must include any specific
knowledge of how the system is providing interactivity is contentious (this is where debates
about transparency come in). The third views interactivity as an experience or quality
as perceived by the participant. Katie Salen and Eric Zimmerman frame their discussion
of interactivity in Rules of Play with the question, “how does interactivity emerge from
within a system?” (2003, p. 74) They present a model of interactivity with four modes:
(1) interpretive participation that occurs in the imagination; (2) functional interactivity or
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utilitarian participation through which the player controls the material components, like
buttons; (3) explicit interactivity as overt participation with the choices and procedures,
such as using the joystick or clicking the links in a nonlinear hypertext interactive fiction;
and (4) beyond-the-object-interactivity as participation outside the designed system, such
as found in fan culture. They conclude: “For our purpose, Mode 3, explicit interactivity,
comes closest to defining what we mean when we say that games are ‘interactive’” (2003,
pp. 59-60).

The real importance of Salen and Zimmerman’s treatment of interactivity, however,
becomes clear when they connect it to “meaningful play” so that “the depth and quality of
interaction” can be characterized by how a system responds to player choice (2003, p. 61)
in the relationships between action and outcome. Therefore, although they are focused on
the system, they are ultimately interested in connecting it to the player experience and, like
many others, implicitly consider agency, the capacity to make a difference.

Degrees of Interactivity

There are other perspectives on interactivity from other fields that can also offer insights for
video game studies, including how interactivity is approached in media and communica-
tions studies, philosophy, advertising, and education, and each approach leads to different
emphases on defining interactivity. In constructivist approaches to designing web resources
for education, “interactivity refers to active learning, in which the learner acts on the infor-
mation to transform it into new, personal meaning” (Campbell, 1998, p. 1). Following this
principle, in models of online learning, interactivity equating to active as opposed to passive
learning is mapped onto kinds of activities that can be built into course design.

Interactivity is also of great interest to advertisers and marketers, and there are quan-
titative studies of uses of and attitudes toward interactive media. Ghouha Wu found that
people had a more positive attitude to websites they perceived as more interactive (Wu,
1999), and more recent studies (Wu, 2005; Gao et al., 2009) have expanded the focus on
perceived interactivity.

To try to address the complexity of interactivity, some have turned to models of rela-
tive levels of interactivity. Rafaeli (1988) posed a definition based on “responsiveness”,
measuring whether a medium can be receptive and react responsively to a given user.
Choice figures prominently in Lutz Goertz’s definition (1995), which has a scale of inter-
activity along continuums of degree of choices, degree of modifiability, number of selec-
tions and modifications, and degree of linearity or non-linearity (Jensen, 1998, p. 197).
Carrie Heeter (1989) has six dimensions: (1) extent of choice, (2) effort needed to access
information, (3) degree of responsiveness of the media system, (4) potential for registering
all user behavior in a form of feedback, (5) degree to which users can add information
to the media system others can access, and (6) the degree to which the media system fos-
ters interpersonal communication between its users (cited in Jensen, 1998, pp. 199-200).
Jensen offers a definition for media and communication studies — “a measure of a media’s
[sic] potential ability to let the user exert an influence on the content and/or form of the
mediated communication” — and extends it with four dimensions of interactivity: trans-
missional, consultational, conversational, and registrational (1998, p. 201). As touched
on earlier, Haque and others also think about simple and more complex and usually inter-
esting forms of interactivity.
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Interactivity in Art and Performance: Insights for Video Games

Interactive art not only encourages but demands that people break the traditional first rule
of art spectatorship: don’t touch! As in the field of interactive fiction, artist practitioner-
theorists as well as scholars have explored and defined interactivity in interactive art, often
in ways that can be illuminating for understanding interactivity in video games. In particu-
lar, Stroud Cornock and Ernest Edmonds’s early (1973) concept of “the matrix”, a dynamic
art-system in which meaning is made through the process of exchange among the artist,
audience, and the art system (or artifact), posits interactivity as the medium of the artwork
(Cornock & Edmonds, 1973, cited in Muller et al., 2006, p. 197).

Although interactivity is not a physical medium that carries a message, the idea that inter-
activity could be a medium of its own, posited in 1973 and reconsidered in the networked,
mobile, and digital contexts of the twenty-first century, emphasizes the entire matrix of
exchanges that includes the audience/player. Moreover, in interactive art, the physical inter-
action, the haptic or kinetic action necessary for interactive art to be experienced, can
either control or influence movement or other elements on a screen, or in a physical space,
and a person experiencing interactive art can often be watched by others as performance —
performance in the medium of interactivity. In contemporary dance, for example,
practitioner-theorists have experimented with interactivity as a medium in which danc-
ers perform and have written insightfully about interactivity in historical or philosophical
contexts (Kozel, 2008). Bolter and Gromala even propose “performance” as “an even bet-
ter word than interaction to describe the significance of digital design in general. As users,
we enter into a performative relationship with a digital design: we perform the design, as
we would a musical instrument” (2003, p. 147). Whether it is Rock Band (Harmonix,
Music Systems, 2007) played with musical instrument-shaped controllers on home video
game consoles, or Beat Saber (Beat Games, 2018) or TribeXR D] School (TribeXR Inc,
2019) with VR hand controllers, the performative relationship has become inseparable
from the game. Esports, gameplay video on YouTube, livestreams on Twitch, and other
performances of video game play are other examples.

Interactivity and Narrative

There is an area of overlap between approaches to interactivity in video game studies and in
the field of interactive fiction (also called IF, hypertext, or interactive narrative). As Michael
Nitsche (2008) deftly demonstrates with his focus on 3-D space in video games and virtual
worlds, sometimes there is a shift from narrative to narrating, a “distinction between event
and telling of event in video games. Often the player might control the actions but their
presentation is defined by the game system” (2008, p. 55). Subtle understanding of story
and telling in games, of how players perceive their experiences in that context, provides
insight into how interactivity occurs not “in” a computer system, from the perception of
the player, but “in” video game space and events. When sound, image, and action are con-
sidered together, as Karen Collins does (2013), “interactivity is both a physical and psycho-
logical engagement with media” (p. 15) that is “multimodal” (p. 22).

It is the quality of the experience rather than the specific features or kinds of choices that
creates the “thresholdy” feeling of interactivity. As choices shape the experience of inter-
activity in interactive fiction, interactive drama, or video games, and interactions between
humans and computer systems become increasingly sophisticated, it becomes more and
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more difficult to ascertain whether one is choosing among a fixed set of options or generat-
ing one’s own elements. If we recall Lippman’s corollary of the impression of an infinite
database, we see that the perception of unlimited possibility is more important than the
actual quantity of choice points, or the number of options within them. Replayability is
an extension of the infinite database, if the experience and outcome can change, whether
because of live actors in real-time performance-based avatar multiplayer experiences like
Finding Pandora X (Double Eye Studios, 2020), the sequence of choices in Netflix interac-
tives like the Johnny Test episode “Netflix’s Ultimate Meatloaf Quest” (Wildbrain Studios,
2021), or the invitation to play again in meta-narrative The Stanley Parable (Galactic Café,
2013), the result is an increase in the perception of an infinite database. Like the other inter-
active examples mentioned, Black Mirror: Bandersnatch (2018), the interactive episode of
Netflix’s dark science fiction anthology series; online theatre experiments necessitated by
the COVID-19 pandemic, such as Readymade Cabaret 2.0 (This Is Not a Theatre Com-
pany, 2020); and chekhovOS/an experimental game/ (Arlekin Players, 2021) each blur the
distinctions between game, cinematic, televisual, and narrative elements in ways that point
to new forms that are establishing a medium of their own.

Video game critic and game designer Ian Bogost’s point that the quality of interactivity
within a representation abstracts rather than simulates reality (2007) can lead us to con-
sider an important distinction between interactivity in video games and agency. A player
does not need to experience the kind of agency that matters in reality (the ability to enact
change in one’s situation) because he or she is engaging in play within an abstracted repre-
sentation. Interactivity in a video game, which is necessarily constrained by the system even
if there is the perception of an infinite database and limited look-ahead (and perhaps other
of Lippman’s more conversationally oriented corollaries such as interruptibility, graceful
degradation, and not losing the thread), can be satisfying even as it limits agency. Perhaps
the relationships among agency and abstracted reality that balance the rules, mechanics,
spaces, and narratives are what characterize video game interactivity.

Importance for Video Game Studies

There are two aspects of interactivity that are most important for video game studies:
(1) interactivity may be the element of video games that best distinguishes them from other
media and cultural forms (such as visual art, cinema, literature, database), and (2) the
quality of interactivity in a game may be a way of identifying genres of video games. First,
interactivity, as Chris Crawford has argued, is a particular affordance of computers. In
particular, it is essential for video games because, no matter how one defines interactivity
beyond the systems approach, if someone does not act on and with the system, they are not
playing a video game, but are doing something else. Not all cultural objects are interactive.
Some do argue that they are, such as when Lev Manovich writes, “All classical, and even
more so modern, art is ‘interactive’ in a number of ways. Ellipses in literary narration, miss-
ing details of objects in visual art, and other representational ‘shortcuts’ require the user to
fill in missing information” (2001, p. 56). However, interpretations and meaning-making
do not change the object itself, or participate in the ordering or other choices of experienc-
ing it in a way that is manifested. Moreover, there is no reciprocal exchange of informa-
tion between a reader and his or her book, for example, or a spectator and the film s/he is
watching, like there is between a gamer and game. Although the kind of input may differ
(joystick, mouse, keyboard, kinetic, haptic, voice, virtual reality headsets and controllers,
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augmented reality), as well as the platform and content, it is the specifically “ergodic”
nature of the action of interaction, the combination of physical, intentional, and responsive
activity of interactivity, that makes interactivity particularly important for video games.
Although new media forms other than games can also have the property of interactivity as
defined here, interactivity is a defining aspect of video games.

Second, the kind of interactivity, when interactivity encompasses gameplay, may be used
in video game studies to categorize video games into genres. Mark J. P. Wolf argues:

While the ideas of iconography and theme may be appropriate tools for analyzing
Hollywood films as well as many video games, another area, interactivity, is an essen-
tial part of every game’s structure and a more appropriate way of examining and
defining video game genres.

(2001, p. 114)

For Wolf, interactivity is gameplay and, along with motivation and goal, can be used to cat-
egorize video games in the most meaningful way. Although the genres themselves provoked
debate, the principle of categorizing video games by interactivity was not substantially chal-
lenged. In practical terms, interactivity in video games is what a player can do in them — the
choices and action that comprise gameplay.

As those in video game studies seek to delineate and understand what is meaningful and
unique about video games, and as video game designers continue to create new experiences
for gamers, they find new ways of exploring the meanings of interactivity. Bogost’s relevant
interaction, Salen and Zimmerman’s meaningful play, Laurel’s threshold, Nitsche’s idea of how
game spaces induce narratives — all of these are harder to pin down than a feedback loop in a
system, but they point to interactions that engage emotionally, psychologically, and kinetically.

When considering interactivity as a perception of the user, the illusion or experience of
participation takes precedence over systems-based definitions of interaction. As one exten-
sion of this line of inquiry, Sherry Turkle’s discussion of “relational artifacts” such as robot
pets, that “present themselves as sentient and feeling creatures, ready for relationship”,
raises questions about what emotions such artifacts will evoke in their users, about “what
loving will come to mean”, how it will “affect people’s way of thinking about what, if any-
thing, makes people special?” (Turkle, 2005, quoted in Seifert et al., 2008, p. 18).

Questions about interactivity like the one Turkle asks lead to explorations of the broad-
est issues, such as whether the feeling of reciprocity possible in human-to-computer or
ergodic interactivity can ultimately provide a deep acknowledgement of being-in-the-world
for the user and of what, using Bolter and Gromala’s term, the performance of interactive
experience has and could entail in the future. Whether from a theoretical, ludic, or game
design perspective, it makes sense to think about interactivity in video games from the user’s
perspective, as experience, or the potential for experience, and to pay increasing attention
to perceived interactivity rather than hunting for technical definitions to describe a phe-
nomenon essential to the enjoyment of video game play and meaning.
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32
LUDOLOGY

Espen Aarseth

Ludology has been erroneously contrasted with narratology (narrative theory), but since
the “ludologists” all used narrative theory in their approaches to games, this juxtaposition
is misinformed and does not bear critical examination. The cause of this misunderstanding
is the ludological critique of naive and untheoretical applications of narratology to games
(and certainly not narratology as such) that were prevalent in the early years of game
studies.

In what sense can ludology be said to exist? Since the main historical agents associated
with the term do not really make elaborate claims for what it is, it has been mostly up to
others, often adverse to what they intuit that ludology may be, to categorize and define the
term. This is, of course, not easy since they have had little to work with, and, lacking sym-
pathy, often produce unintentional caricatures and simplifications and tend to misrepresent
the ludologists’ actual views.

Ludology is an ambiguous term in game studies and game research in general. It can
refer to (1) the study of games in general, (2) to a particular approach to game research, or
(3) to a movement active in the years 1998-2001. The term was introduced to computer
game studies by Gonzalo Frasca (1999) as a proposal for a new methodological approach
needed to make sense of games and game structures, as a clear parallel or sister discipline
to narratology as the structural study of narratives. The context for this proposal was the
very preliminary stage of game studies before the turn of the millennium. At that time, at
the height of the academic digital media obsession of the 1990s, humanities researchers
from film, media, and literary studies with an interest in games reached a critical mass and
formed international networks, often recruited from already-existing new fields such as
hypertext and virtual reality studies.

A focal moment for ludology was the first Digital Games and Culture (DAC) confer-
ence organized by the Department of Humanistic Informatics at the University of Bergen
in 1998. This conference collected all the major names associated with the ludology label,
including Markku Eskelinen, Gonzalo Frasca, and Jesper Juul. The conference also saw
the beginnings of a debate concerning the narrative status of computer games, with papers
such as Juul’s clearly at odds with several narrative approaches to games. The debate also
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played itself out at following iterations of the DAC conferences, especially in Atlanta in
1999 and at Brown University in May 2001. Gonzalo Frasca (2001), starting his seminal
http://ludology.org blog, writes in one of the first entries of his experience at DAC 2001:
“I gave a talk on videogames, in the ‘play’ panel, along with Markku Eskelinen and Jesper
Juul. Interestingly, the three of us were baptized as the ‘ludologists’, some kind of new sect
on videogame theory”.

That year also saw the first international game-focused humanities conference at the IT
University of Copenhagen in March 2001, and there was another one in Bristol in June at
the University of the West of England. Henry Jenkins, a participant in the Bristol confer-
ence, later commented:

At a recent academic Games Studies conference, for example, a blood feud threatened
to erupt between the self-proclaimed Ludologists, who wanted to see the focus shift
onto the mechanics of game play, and the Narratologists, who were interested in
studying games alongside other storytelling media.

(Jenkins, 2001, p. 118)

This text appears to be the first where “Ludologists” were pitted against “Narratologists” —
a dichotomy not found in any of the relevant writings or blog entries until then.

Of the most visible “ludologists”, only Frasca attempts to fill the term ludology with
meaning, while Juul (2000) simply asks, “We need a ludology, but what ludology?” As
conceived by Frasca, ludology was meant to do for games what narratology does for narra-
tives, and he did not promote any particularly critical views of the latter, merely that ludol-
ogy should be an independent and necessary approach that would form the methodological
basis for game research: “Our intention is not to replace the narratologic approach, but
to complement it” (Frasca, 1999). But Frasca also did not specify or outline the paradig-
matic aspects of ludology, and neither did anyone else. Instead, what have been associated
with this somewhat vacuous label are three critical interventions directed at contemporary
approaches to games. (Additionally, there have been a number of attempted framings of
ludology that were not grounded in actual positions held by “ludologists”, but such fluff
is not addressed here.) These three interventions are quite different, a fact that remains
unnoticed by ludology’s innumerable commentators. The first two are both related to the
question of stories and games, but one concerns criticism and the other theory. The criti-
cal question concerns the viability of storytelling via games and game software and is a
normative, art-critical approach, while the theoretical issue concerns the applicability of
narratological terminology and concepts to game phenomena and is a methodological,
theory-critical approach. The third intervention is a general position not specifically con-
cerned with games vs. stories or narrative theory but one that questions the hermeneutic
link between mimetic and mechanical aspects in gameplay.

In addition, ludology has been associated with the institutional position of academic
autonomy for the field of game studies (e.g., by Bogost, 2006): “the strong position that the
study of games necessarily requires an autonomous terrain completely separate from other
fields” (p. 172). But Bogost’s critique of this “separatism” conflates two very different levels
of academic infrastructure: a separate discipline or singular methodology of game research
and an independent department of game research. A separate department, politically
autonomous in relation to other university departments, should and can harbor a number
of co-existing disciplines (but usually trained in some thematically uniting phenomenon,
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e.g., English), whereas a separate discipline is of course a much more narrow and exclu-
sionary project. In game studies, as the name itself implies, a monolithic discipline is both
unrealistic and irrelevant as a strategy, since the object of study is not one but legio: games
as aesthetic objects/texts, games as social process/ritual, games as technological/designed
systems, etc. All these require different methodologies from different disciplines that, when
institutionally combined, can benefit from each other’s insights. Such institutional progress
is, of course, met with resistance from existing departmental structures, as well as from
those who, entrenched in these existing structures, would prefer to see game studies as a
breathing hole free from the institutional conflicts and pressures of their academic everyday
life. Insofar as the banner of ludology has been associated with this move of institutional/
departmental autonomys, it is inevitably resisted by those who continue to stake their aca-
demic future on an older department, be it English, Sociology, or Media Studies.

The original meaning of ludology, proposed by Frasca, as simply the study of games
has seen very little use within the field of game studies, probably for two very different
reasons. First, the polarized meaning soon began to dominate, and second, a specific term
intended to envision the field as a new and singular discipline held little appeal in a field so
multifarious.

Normative Ludology-as-Criticism

Critical ludology is an approach to video games that is skeptical of the attempted marriages
between game design and storytelling. There are (at least) two varieties hereof: strongly
critical ludology, which states that “the computer game is simply not a narrative medium”
(Juul, 1999, p. 1), and moderate critical ludology, which believes that “games seldom, if at
all, contain good stories” (Aarseth, 2004). While the strong version rejected the possibility
of a successful merger between games and stories (a position from which Juul later would
retreat), the moderate version merely pointed to the (at the time) weak and problematic
results, which had frustrated both players and designers (such as Myst [Cyan, 1993] crea-
tor Robyn Miller) and did not exclude the possibility that this eventually would change:
“Perhaps more complex works yet to come will have solved the aesthetic problems of
games trying to be narratives and narratives trying to be games” (Aarseth, 1999, p. 35).
Another variety of critical ludology can be seen in Markku Eskelinen’s reaction to invoca-
tions of Aristotelian drama theory and the aesthetics of Victorian novels found in Laurel
(1991) and Murray (1997): “it’s an attempt to skip the 20th century altogether and avoid
any intellectual contact with it, a consumerist double assassination of both the avant-garde
and advanced theory” (Eskelinen, 2001). In other words, combining literary aesthetics
with game technology is not necessarily a bad idea (Eskelinen is himself a literary author
interested in the experimental potential of games), but applying “outdated” models is. In
Eskelinen’s critique we can hear clear echoes of the Frankfurt School’s critique of kitsch.

Ludology as Methodological Critique

Another important critique associated with ludology, leveled not at games or game design-
ers but at academic attempts to theorize games, is what has been misconceived as ludol-
ogy’s apparent rejection of narratology as applied to games. This, perhaps the strongest
popular (but unfounded) belief about ludology, should be contrasted to the fact that all
the central “ludologists”, Frasca, Juul, and Eskelinen, are trained in the study of narrative,
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and all apply narratology to games in their own work. They are, both professionally and
in effect, narratologists, and thus in a position to critique (and reject) weak applications of
narrative concepts and models to games. What better way to understand how games and
stories relate than through the use of narratology? In this light, the mythological opposi-
tion between “ludologists” and “narratologists” is revealed as a falsely constructed conflict
that cannot be confirmed by diligent investigations of the “ludologist” literature. This was
already pointed out by Frasca (2003) and has been discussed in great detail by Eskelinen
(2012, see also Aarseth, forthcoming).

Ludo-Hermeneutics

Olli Leino (2010) has suggested that Gadamer ([1960] 1989) was the first ludologist,

in that he was more interested in “games themselves” than in the players, [and] sug-
gests that the playing of a game is a way for “an activity to become a work” and thus

gain independence from the subjects engaged in it.
(2010, p. 79)

Gadamer saw games as processes where the subjectivity of the player was sidelined by the
subject of the game itself and, thus, a condition where players are not free to make sense of
the game as though it is a code independent of the player. Whether Gadamer is right or not,
he is close to the position in game studies where the relationship between player and game
is defined by the gameplay and mechanics and only intermittently by the player’s observa-
tions of the mimetic, representational aspects of the game. This position has sometimes been
construed as a focus on the formal aspects of play, but it would be more accurate to see it as
an emphasis on the player as a part of the game system, an agent partly definable by the role
the game affords, and as a condition framed by the game’s affordances and therefore as an
integrated part of the game. In this view, the semiotic content and audiovisual aspects func-
tion not primarily as representations of an external (actual or fictional) world, but as mne-
monic mediators between the game’s mechanical system and the player. This position, while
contested, offers explanations both of the failure of most games used for learning purposes
(except those where the mechanics of the game closely match the learning domain) and also
for the missing empirical evidence for a causal link between game violence and increased vio-
lent behavior in heavy users of violent games. In short, the game’s “skin” or representational
layer is interchangeable and therefore often inconsequential for the seasoned gamer, just as
the scenery along an oft-traveled road becomes all but invisible for the frequent traveler.

Ludo-hermeneutics is seemingly at odds with the idea that games can convey messages
and ideologies and has therefore garnered protests from researchers who believe in the
ideological, rhetorical, or pedagogical potential of games. At the same time, it is an effec-
tive argument, supported by the lack of evidence, despite decades of research, for the non-
issue of increased violence as a consequence of violent gameplay. This lack of positive
findings both for games as efficient learning tools (see Egenfeldt-Nielsen, 2005) and violent
games as inducers of violence seems to suggest that the “ludological” position of autonomy
aesthetics, that is, that the hermeneutic decoupling of gameplay from the referential and
contextual aspects of the game, is a tenable position. But it is also one that cannot be
resolved completely without clinical experiments aimed at mapping the players’ perception
and cognition.
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Conclusion: What Is Ludology?

Ludology is not a discipline. It is not even a paradigm. It is mostly a reaction to bad scholar-
ship and a critique of untenable positions, as well as a critical response to the aesthetic prob-
lems of game/narrative hybrids of the 1990s. As the former, it is still relevant (and simply
scholarly diligence in practice), but as the latter it has been overtaken by the game design-
ers’ considerable ludo-narrative advances over the last decade. As for ludo-hermeneutics, it
is in its early days yet, and much work remains to be done.
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33
OBJECTIVES

Louis-Martin Guay

Playing a game always involves achieving some objectives. These can be divided into three
types: formal objectives, learning objectives, and experiential objectives. This tripartite clas-
sification can help designers and researchers see objectives in most games as part of a com-
plex system that defines the player experience. First, I discuss the difference between terms
such as “objectives” and “goals”, then I describe what an objective can be, and finally,
I propose an overview of the definition and classification of those objectives in video games.
The formal/learning/experiential repartition of objectives can lead to further research in the
following of the Mechanics/Dynamics/Aesthetics (MDA)-type of applicable concepts for
designers and scholars (MDA is a concept that Hunicke et al. proposed in 2004). As Ian
Schreiber writes in his blog Game Design Concept:

The game designer only creates the Mechanics directly. The Dynamics emerge from
the Mechanics, and the Aesthetics arise out of the Dynamics. The game designer
may want to design the play experience, or at least that may be the ultimate goal the
designer has in mind . . . but as designers, we are stuck building the rules of the game
and hoping that the desired experience emerges from our rules.

(Schreiber, 2009)

Defining Objectives and Goals

There’s a blur around the term “objective” in the video game’s common terminology
because of the omnipresence of another unavoidable word: goal. The two are synony-
mous in most dictionaries and literature. The Oxford English Dictionary even defines an
objective as follows: “A thing aimed at or sought; a goal”. It seems that every time we
find the word “objective” in any designer’s or scholar’s book or paper, the term “goal” is
not far behind. The word “objective” refers to something, often quantifiable, that must
be achieved. Objectives frequently are a projection of the possible or desired outcomes. In
game theory, on the one hand, we could observe a constant use of the term to define an
unknown outcome or result. On the other hand, the word “goal” is often used to qualify
an unquantifiable outcome, a global target, or a purpose. Some veteran designers such as
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Andrew Rollins help us better understand the distinction by writing, “Often a game has
not only a primary objective but also secondary aims that have to be attended to before you
can reach the final goal” (Rollins & Adams, 2003, p. 55). From this quote, we understand
that, for example, in Super Mario Bros. (Nintendo, 19835), saving the princess is the goal,
passing through the level is an objective, and accumulating coins is a secondary aim. Since
the concepts of objective and goals are so closely related in the writings of many scholars
and patricians, I will use “objective” instead of goal, in the following text.

To Design Objectives, We Must First Understand Them

Most games need to be learned. This is why rules, tutorials, feedbacks, controls, and
rewards are so important. New fields of interest in game design and game studies — includ-
ing gamification, ludicity, instructional design, and ethical design — rely on the concept of
objectives because the experience of a game is lived by the player through her or his under-
standing of the main goal of that game. In “Understanding Digital Playability”, Sébastien
Genvo summarizes D. W. Winnicott’s idea that any kind of play is driven by a goal:

For D. W. Winnicott, playing is a process in the sense that “playing is doing” and
that doing is proceeding. This means that any activity which requires a form of play
usually implies a goal. While there are forms of play without a definitive goal, there
is almost always some kind of objective in the actions undertaken during play. Like-
wise, there are forms of play without a final sanction which would put an end to the
activity, from which a result would be drawn (a loser/a winner, the realization of a
performance in a given time, etc.).

(Genvo, 2009, p. 135)

Some game objectives are simple and targeted on a single task, such as shooting, running, or
jumping, as was the case in many early arcade games. For those games, it was easy for the
designers/engineers to concentrate their efforts on the technological challenge. No one was
confused by the objectives of PONG (Atari, 1972), which were: deflect the ball with the
paddle, and score more points than your opponent. However, at the dawn of the twenty-
first century, the evolution of technology and the complexity of games caused some design-
ers to juggle with multi-objectives games, in which mixed strategies must be used, leading
to outcomes that are neither simple nor clear. For multi-objectives games, sometimes no
optimal solution exists; players have to look for the best solutions, the ones that satisfy the
most criteria. In looking for this specific answer, players may find multiple “best” solutions
(Triadic Game Design, Hartveld, 2011). The era when the player’s objective was only “to
move to the right” in a platformer game is gone. Complex games such as Grand Theft
Auto 4 (Rockstar, 2008), Sankogushi 12 (Koei, 2012), or EVE Online (CCP Games, 2003)
require a systemic approach to design. To approach the concept of “objectives” with such a
systemic point of view, it is useful to have a deeper understanding of the topic.

When one designs a game or any kind of artifact, it is critical to define objectives (see
Dirksen, 2012). An objective’s definition is part of the design process and constitutes one
of the best-known techniques of starting a project. A systematic approach provides coher-
ence in the process of designing games for hypothetical players. Inspired by this compre-
hensive frame, we can identify sets of objectives that match each of these three phases,
resulting in formal objectives, learning objectives, and experiential objectives. Even though
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much design research is made on a uni-disciplinary level, everyone implicated in the design
process needs to consider the “base mechanisms of game systems, the overarching design
goals, or the desired experiential results of gameplay” (Hunicke et al., 2004). This tripartite
classification could help designers and researchers see objectives in most games as part of a
complex system that defines the player experience.

Formal Objectives

Games are formal systems. As such, they are intrinsically made of formal objectives. In a
game such as Pac-Man (Namco, 1980), you know that you must pass through the level by
avoiding the ghosts (formal objective) before knowing how to do it (learning objective).
The player knows that she or he needs to eat dots to make points in the process of gain-
ing an extra life (formal objective) before experiencing the fun and the accomplishment of
gaining such a thing (experiential objective). In the process of play, the player will stretch
her or his understanding of what needs to be done to be on the top of the high-scores list.

The formal objectives of a game are created by the act of design. Formal objectives are
the frame of a game. This is probably why veteran designers such as Rollins (Rollins &
Adams, 2003), Fullerton (2004), or Crawford (1982) insist so much on the establishment of
a game’s goal as the first step of any game design. In Triadic Game Design, Casper Hartveld
summarizes Chris Crawford’s idea:

According to game designer Crawford (1982) the first and foremost question a
designer has to answer is “What does the player do?” In determining this, it is impor-
tant to clarify the goal of the game. A goal is an explicit or implicit statement at the
beginning of the game that explains what the player needs to do. It defines the sort
of objectives, like saving the princess or planet Earth that players need to achieve to
reach the desired end-state. If players achieve the goal(s), they succeed. Otherwise
they fail.

(Hartveld, 2011, p. 178)

Fullerton adds to this point by saying: “In games, however, the objective is a key element
without which the experience loses much of its structure, and our need to work towards the
objective is a measure of our involvement in the game” (2004, p. 29).

In Half-Real: Video Games Between Real Rules and Fictional Worlds (2005), Juul sup-
ports the idea by saying that games without clear objectives are less game-like than others.
Adopting this point of view, we can say that games such as Peggles (Pop Cap, 2010) are
more formal-objective-based than games such as Facade (Procedural Arts, 2005). But can
we say that the more formal objectives there are in a game, the more it could become lim-
ited and predictable? Certainly if a player wants to “beat the game”, she or he will need to
have clear understanding of goals and victory conditions. A definitive end state will have to
be created to obtain a satisfying outcome. Ralph Koster believes that “the more formally
constructed your game is, the more limited it will be” (2005, p. 38). As he suggests, if we
want more long-lasting games, we must introduce some variables, such as human psychol-
ogy, physics, and so on. This is why complex games cannot rely only on formal objectives.
Few examples in the history of games suggest the contrary, with the exception of ancestral
masterpieces such as chess and Go. Even Tetris (Alexey Pajitnov, 1985) can become boring
by its lack of adjustable difficulty, which causes an imbalance in the flow of the game.
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Working on a taxonomy of formal objectives, Tracy Fullerton, in her book about game
design (2004), presents an interesting summary. She writes that six categories of objectives
are regularly used in games:

Capturing: Capture X and/or avoiding to be captured by X.

Chase: Catch X and/or elude X.

Race: Reach Y before X.

Alignment: Arrange your game pieces in a certain spatial configuration.

Rescue or escape: Get a defined unit or units to safety.

Forbidden act: Get the competition to “break the rules” by doing something they shouldn’t.
(2004, pp. 60-63)

These categories are not exhaustive but are used here to exemplify what a formal objective
could be in a video game.

Because they exist to create challenge, conflict, and learning, formal objectives can be
more important for the designer than for the player. If the player is committed to the game,
if she or he is immersed in the fictional world, if a certain level of flow is attained, then the
player could easily forget the formal objectives. The learning and experiential objectives
will sustain the player’s experience and enjoyment, supporting the challenges and conflicts
she or he will overcome, as the structural frame of the game becomes transparent and her
or his attention is focused on short-term fulfillment. To maintain the player’s interest on the
short term, the player must progress and learn new skills. For each challenge, a learning
objective must be designed.

Learning Objectives

When you design a learning experience for the user, you want to determine a path for her or
him to follow. First, you identify the problem that will need to be solved; second, you set a
destination to be attained; then, you determine the gaps between the starting point and the
destination; and finally, you decide how far she or he will be able to go (see, for instance,
Dirksen, 2012). Solving the problem is the player’s objective, which can be a task such as
killing all enemies, capturing something, maximizing resources, beating the clock, scoring
more points than your opponents, etc. The destination is the final state of the game, the
moment when the player will meet the victory (or defeat) condition(s). The ultimate game
goal is the victory condition (Brathwaite & Schrieber, 2008). The gap between the under-
standing of the initial problem to solve and the fulfilment of the final challenge is filled with
all the micro-challenges and micro-objectives the designer will put on the path of the player
before she or he can attain the goal. In the end, the hardest task may be choosing the means
by which the player will be able to achieve those objectives. In this operation, the player will
develop new skills, master new abilities, and develop her or his own meaning of the game.
The learning objectives are those that will help the player interact with the game, develop
and master skills, and construct her or his cognitive comprehension. They will support
the process described by Polya (1945), who considers that “we go through four phases:
(1) understanding the problem, (2) generating one or more hypotheses, (3) testing hypoth-
eses, and (4) checking the result” (Gafurov & Wang, 2003, p. 3). When the player knows
that the ghosts must be avoided in Pac-Man, the designer must show her or him how to do
it. If the formal objectives refer to the first phase of Polya’s process, the learning objectives
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are more active in the second and third phases. The fourth phase will be linked with learn-
ing because of the feedback the system will provide the player, but we can expect a constant
presence of experiential objectives.

Learning objectives determine the form of gameplay as long as they are designed first. We
think about how the player will kill the zombie before choosing how many zombies must
be blown away to pass the level. Reflecting back on Koster’s ideas regarding formality, we
could use learning objectives to reduce or remove the feeling of limitations set by an over-
load of formal objectives. Those objectives also play a major part in the player’s engagement
in the game because they will provide the potential flow of the game loop. A game loop con-
sists of one objective, one challenge, and one reward; designers refer to this as OCR. The
concept represents the vast majority of playing time in classic video games. The variation
between abilities and challenges depends on well-designed learning objectives. If we accept
the ideas of flow (Csikszentmihalyi, 1990) or challenge-based immersion (Ermi & Mayra,
2005), we can observe that they are constructed on learning objectives. In this process, the
player learns, according to Gee (2008), a new literacy, possibly attaining what Calleja’s
Digital Game Experience Model (DGEM) describes as a “micro-involvement” based on
“the moment by moment instance of the game-play instance” (2007, p. 237). In fact, learn-
ing objectives can control this “micro-involvement” by regulating challenges through the
game with well-balanced OCR game loops. All of this is in relation to the construction of
the path for the player; the micro-challenge and micro-objectives must respect the learning
phases of Polya so as to encourage the “micro-involvement” of the player, which can create
a challenge-based immersion.

Experiential Objectives

In the mind of a designer, the experiential objectives are the hypothetical ones. They are
supported by the two first types of objectives, but they depend on a much more subjective
issue: the player experience. Therefore, experiential objectives are based on expectations.
With a systemic approach, and a lot of play-testing and experience, a game designer can
considerably increase her or his chance of connecting with the player. This approach is not
an exact science — the notion of player experience is still in construction, and the intuition
of the designer is often used in the design of experiential objectives.

The most important consideration, however, is that despite all the efforts a designer puts
into the design of a player experience, players can have completely different experiences
from the same game. In most games constructed mainly with formal objectives, the design
can more straightforwardly bring the player to the intended experience. For example, in
Pac-Man, there isn’t a lot you can do besides eating dots and getting away from ghosts.
Players could step outside the formal experience by organizing a tournament and crowning
a world champion, but even the meta-game remains shallow. We can imagine the differ-
ence between Pac-Man and any kind of MMOG (massively multiplayer online game) or
adventure game, such as Grand Theft Auto 4 (2008) or Diablo 3 (Blizzard Entertainment,
2012). Experiential objectives must be seen as objectives in constant evolution; they are
conceived to be permanently open. The most common objective found in games is to have
fun when we play them. There’s no limit to the idea of having fun, no definitive theory, and
we desperately need a satisfying definition. Because we cannot describe “fun” very well, the
debate shifts to how we can make a fun game. At this point, the main objective is often split
into a lot of “micro-objectives” made to solve a bigger problem. The fun will be spawned
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from the sum of those parts. Some designers and researchers have tried to respond to many
things concerning experiential objectives, including emotion, feedback, inputs, culture, and
much more.

In “Principles of Virtual Sensation” (2006), Steve Swink proposes some good ideas on
the ambiguities of inputs. His thoughts revolve around the interaction between the player
and the computer and how this must be “felt”. He proposes that “this ‘virtual sensation’
is in many ways the essence of videogames, one of the most compelling, captivating, and
interesting emergent properties of human-computer interaction” (Swink, 2006, p. 1). Swink
proposes seven principles (2006, p. 3):

1. Predictable results — Allowing a sense of mastery and control by correctly interpreting
player input and providing consistent, predictable results.

2. Novelty — There is an infinite number of results from the same input.

3. Good feedback - Enabling mastery, control, and learning by rewarding player
experimentation.

4. Low skill floor, high skill ceiling — Making the mechanic intuitive but deep; it takes min-
utes to pick up and understand but a lifetime to master.

5. Context — Giving a mechanic meaning by providing the rules and spatial context in
which it operates.

6. Impact and satisfying resolution — Defining the weight and size of objects through their
interaction with each other and the environment.

7. Appealing reaction — Producing appealing reaction regardless of context or input.

Experiential objectives can be constructed around those principles. They rely on the three
categories of objectives (formal, learning, and experiential), but they will be concretized by
designing interesting experiential objectives. Ideas like that can help designers to organize
and evaluate players’ behaviors and, by the way, influence the whole experience.

Another interesting point is the influence of player culture on player experience. The
only way the objectives of a game can incorporate this value is by trying to know and
understand every aspect of a designated culture or subculture. For that, we can refer to the
idea of “paratext” used by Mia Consalvo in Cheating: Gaining Advantage in Videogames
(2007) where she uses Bourdieu’s notion about “cultural capital”, writing,

being a member of game culture is about more than playing games or even playing
them well. It’s being knowledgeable about game releases and secrets, and passing that
information on to others. It’s having opinions about which game magazines are better
and the best sites for walkthroughs on the Internet.

(2007, p. 18)

Being aware of the culture surrounding a game, playing styles, or knowledge regarding the
game, its genre, its inspiration, and its related artifacts can help determine the process of
designing an experience.

Finally, the player’s experience will often be linked to narrative, and studies and concepts
involving narrative and video games are numerous and beyond the scope of this chapter.
I will only discuss the concept of “narrative architecture” put forward by Jenkins in “Game
Design as Narrative Architecture”. Jenkins writes: “Choices about the design and organi-
zation of game spaces have narratological consequences” (2004, p. 129), and he proposes
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four types of narratives that designers can create in games: evoked, enacted, embedded,
and emergent narratives. Of the four, which could all be related to experiential objectives,
the most interesting seems to be the last one. Emergent narratives rely partially on the
designer’s decisions. For an emergent narrative to appear, the designer must be akin to a
musical conductor or an architect — she or he can lead parts but doesn’t play them, and can
sign the plans but cannot build the house. The designer sets the ground for the narrative to
be played out, but the player actually constructs it by playing the game.

In retrospect, we cannot count on science, at least for the moment, to provide us appro-
priate guidance, and we need a deeper understanding of players (Ernest Adams referred
to “player’s empathy” in a lecture at the 2010 Game Developers Conference) and players’
participation. Therefore, the design of experiential objectives is the hardest, most ill-defined
part of the designer’s job.

Conclusion

In this chapter, I have suggested that objectives can be structured in a tripartite organization
to help describe the impact of each designed objective of a game. If we suppose that each
objective has an impact on the whole experience of playing a game, a deeper understanding
of their nature and mechanism could be helpful. The formal/learning/experiential reparti-
tion of objectives can lead to further research in the following of MDA concepts. By design-
ing better objectives, we will have better games to play.
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34
PLAYERS/GAMERS

Frédéric Clément

While play and game are words that orbit the same semantic fields (amusement, entertain-
ment, sports, etc.), a game is not a play, and playing is not the same as gaming. Correspond-
ingly, a player might not be the same person as a gamer. But what differentiates these types
of video game users, and what are the borderline cases that exist between — and at the
periphery of — the two? This chapter explores multiple approaches toward game and play in
an effort to more clearly highlight the differences between categories of the video game users.

Origins

Any attempt to better differentiate, and then categorize, players and gamers must inevita-
bly start with an examination of the terms in English (for a study of play-related terms in
many languages, see Johan Huizinga’s second chapter of his book Homo Ludens: A Study
of the Play-Element in Culture [(1938) 1955], titled “The play-concept as expressed in
language™). According to the Oxford English Dictionary, “play” finds its roots in the Old
English words pleg(i)an (to exercise) and plega (brisk movement), as well as being related
to the Middle Dutch pleien (to leap for joy, to dance). Play is part of many semantic fields
revolving more or less around the ideas of entertainment, pleasure, and joy: “to play a
role”, “to play an instrument”, “to play sports”, “to play on words”, etc. And, according
to the Oxford English Dictionary, “game” is derived from the Old English gamen (amuse-
ment, fun) and gamenian (to play, to amuse oneself), which are words of Germanic origin
that, like play, are usually correlated with entertainment. While playing is related to most
amusement-related activities, gaming has a somewhat narrower applicability, being mostly
used to denote playing board games (which have existed since at least the days of ancient
Egypt) and a more recently devised activity: taking part in pen-and-paper role-playing
games such as Dungeons & Dragons (TSR, 1974) (while pen-and-paper role-playing games
can be considered “board games”, the board’s main use here is to enhance the gaming
experience and is, in many cases, optional). Likewise, while a player is the person partaking
in recreational diversions in a general sense, a gamer is more specifically a player of board
games and pen-and-paper role-playing games, or, more recently (and, perhaps, more promi-
nently), a player of video games.
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Thus, it seems that words associated with “game” (such as gaming and gamer) are
closer to our object of interest than, say, those associated with “play” (such as playing
and player), which covers a broader semantic range. Still, reflecting on “play” rather than
“game” has been the driving force behind the theorists that preceded video game scholars,
and it behooves us to refer to the work of three great pre-video game thinkers before getting
to the players and the gamers themselves.

Three Ways of Thinking About Play Before Video Games

Even though the first three authors discussed here display more interest in playing and
games than in players and gamers, their approaches provided essential intellectual ground
for video games scholars when the field was defining itself. A brief summary of their
thoughts is therefore in order.

In the opening chapter of his book Homo Ludens, first published in 1938, Dutch his-
torian Johan Huizinga ([1938] 1955) mentions that other scholars preceded him in the
attempt to define “play” but that they limited their analysis of it as a biological function.
Huizinga instead goes for a more Platonic approach, bringing up the aesthetic and cultural
qualities of play and treating it as a fundamental human function. For Huizinga, play is
irrational, different from ordinary life, opposed to seriousness, uncertain, secluded in space,
and limited in time, but above all, play is a voluntary and free activity. Huizinga’s homo
ludens is also, by definition, a homo liber — a free man. Huizinga identifies a few forms of
play in his writings: play as the activity of the sportsman, of the actor, of the musician, and
even of the priest, each being a “player” in their own way. He mentions two problematic
types of players: the cheaters (the ones who are only pretending to play the game) and
the spoil-sports (the ones who ignore the rules or choose to go against them). Despite his
descriptive work, Huizinga doesn’t propose a classification or a categorization of the forms
of play. A suggestion for this much-needed schema would come from a rereading of Huiz-
inga by Roger Caillois, a French author and philosopher.

In his book Man, Play and Games, first published in 1958, Caillois (2006), like Huizinga
before him, insists on the freedom of the player to play the game, noting that this freedom
must be a characteristic situated above all else for the game to be considered a game, adding
that the player must be able to leave the game at any time. Caillois proposes a model for
sorting the forms of games. In this model, we first find a continuum that ranges between
two poles, the pole of the ludus, associated with the competition and the respect of the
rules, and the pole of the paidia, associated with a certain willingness to create disorder, and
even perhaps a certain level of playful destruction. Caillois also proposes four categories to
better characterize types of games, a classification based on the activity that is dominant in
any given game: competition (agén), chance (alea), simulation (mimicry), or vertigo (ilinx).
Caillois highlights striking oppositions between some of those categories, most notably
related to the attitude that Caillois ascribes to players of agén games on one hand and of
alea games on the other. The necessary attitudes for those two types of games are opposites,
agoén being “a vindication of personal responsibility”, while alea is not only “a negation
of the will” but also “a surrender to destiny” (pp. 133-134). Caillois thus attributes a pas-
sive attitude to players of games of chance and an active attitude to players of competitive
games. Also, just as Huizinga did, Caillois addresses the spoil-sports (whom he describes
as nihilists) and the cheaters, two particularly problematic types of players who resist his
taxonomical efforts.
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A third study must be addressed before broaching the subject of the player and the
gamer: Bernard Suits’s book titled The Grasshopper: Games, Life and Utopia (1978). In the
course of his research on the necessary characteristics of what a game is and isn’t (a process
driven by a dialectical and almost pedagogical approach), Suits identifies four essential ele-
ments that characterize a game. Considered together, these four elements mean that to play
a game is

to attempt to achieve a specific state of affairs [what Suits calls the prelusory goal],
using only means permitted by rules [called the lusory means], where the rules pro-
hibit use of more efficient means in favor of less efficient ones [those rules are known
as the constitutive rules], and where the rules are accepted just because they make
possible such activity [the state of mind necessary for the player to accept such condi-

tions is designated as the lusory attitude].
(2006, p. 190)

Suits also provides his own pocket-sized version of his definition: “playing a game is the
voluntary attempt to overcome unnecessary obstacles” (p. 190). The four elements men-
tioned are essential for “game playing” to occur, but Suits assigns a predominant role to the
lusory attitude, for it is what links the goals, the means, and the rules together. Still, Suits
identifies a kind of overarching meta-element that surpasses all others: the players must
always be able to quit the game as they see fit. For Suits, just as with Huizinga and Caillois
before him, the fundamental property of play is the freedom of the player.

Now that play, its attributes, and its characteristics have been covered, it is time to focus
on the users, on the people who are engaged in the playing activity — but are these people
players, or are they rather best described as gamers?

From Player to Gamer to Gameplayer

In 2003, Bernard Perron proposed a distinction between the player, which was (and still
is) a widely used term to describe the person engaged in any kind of play activities (sports,
music, video games, etc.), and the gamer, a term mostly promoted by the video game indus-
try to label its own adepts. Then, Perron goes even further in his distinctions by coining the
term gameplayer.

In his rereading of Caillois’s attitude, Perron associates the player with the paidia pole
of the ludus—paidia continuum. The player has the attitude of an improviser making deci-
sions in complete impunity. He or she is more likely to enjoy video games that don’t fun-
damentally have clear objectives, such as The Sims (Maxis, 2000). Suits would probably
say that the player isn’t necessarily attracted to games that ask of the user to achieve a
specific state of affairs. The player is also the one who yearns for the exhilaration and the
controlled chaos found in video games — this yearning that translates as the abandonment
or suspension of respect for the objectives dictated by the game. For example, playing a
gangster-themed open-world game such as Grand Theft Auto III (DMA Design and Rock-
star Vienna, 2001) “as a player” would mean exploring the city in a stolen car, purely for
the sake of the enjoyment derived from this (whether the process involves running over
pedestrians or not).

The gamer, meanwhile, is more closely linked to the ludus pole of the continuum: the
gamer “goes for the challenge” (p. 244) and desires to win the game by achieving the goals
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and objectives decreed by the game. Playing Grand Theft Auto III “as a gamer” would
involve trying to fulfill the objectives that the game specifically imposes, from destroying
nine espresso stands (part of the “Espresso-2-Go!” mission) to killing three Triad warlords
(part of the “Triads and Tribulations” mission). Between the player and the gamer, it is
the latter who holds the most respect for the means, goals, and rules needed to sustain
the play activity. The gamer is also the one who is the most thoroughly engaged in the
lusory attitude, an attitude that sustains itself on a certain dose of illusion. Just as Huizinga
and Caillois before him, Perron recalls the common roots between play and illusion: “the
ludic attitude implies ‘an intention of illusion’; illusion (in-lusio) meaning nothing less than
beginning a game” (p. 241).

In contrast, while also associated with the ludus pole, the gameplayer doesn’t partake in
illusion. The gameplayers of Grand Theft Auto III set a whole new collection of parallel
goals for themselves (they mostly see the goals set by the game at best as suggestions, or
at worst as obligatory hurdles to overcome before getting to more interesting challenges).
While the gameplayers might assume the attitude of the cheater, they don’t intend to cir-
cumvent the rules, but rather to reappropriate them in order to face challenges that they
invent for themselves. Such players are “meta-players”: people who will “literally make
their own game of the game” (p. 252).

Typologies

In 1996, Richard Bartle proposed a framework for classifying players found in MUDs (mul-
tiple user domains) into four types (socializers, killers, achievers, and explorers), in what
Espen Aarseth calls “a general model of human behaviour in virtual environments” and
“perhaps the best analysis of players and playing we have seen so far” (2003, p. 3). While
MUD games weren’t dominant at the time (and have never quite been), Bartle’s typol-
ogy remains useful even in non-MUD video games and especially in the more widespread
MMORPGSs (massively multiplayer online role-playing games).

Bartle first conceptualized two axes governing the styles of play: the first extending
between the poles of “action” and “interaction”, and the second between “world-oriented”
and “player-oriented” poles. The intersection of those two axes forms four quadrants, cor-
responding to four different playing styles that Bartle associates with four types of players.
Though this may seem like a rather perilous approach, we will “couple” Bartle’s and Per-
ron’s typologies — keeping in mind that Bartle’s system was developed seven years prior — in
an effort to better understand both authors’ concepts:

Socializers (located in the quadrant delimited by the “player-oriented” and “interaction”
poles) are those for whom the game is a social place that enables encounters. For them,
gameplay is secondary and is often considered a pretext for social exchanges. Following
Perron’s gamer/player distinction, since socializers give little importance to the goals of the
game, they are mostly players.

Killers (in the “player-oriented” and “action” quadrant) are those who find pleasure in
imposing their views on others to the point of harassment, even going as far as to kill them.
While the in-game actions taken by players located in the “player-oriented” and “action”
quadrant aren’t necessarily reducible to “killing” other players or to other “bad” behavior,
Bartle’s typology, based on his own observations and interviews in the MUD community,
labels them as “killers”. By their attitude, centered on clearly defined goals that may or may
not be those put forward by the game, they can be seen as either gamers or gameplayers.
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Achievers (in the “world-oriented” and “action” quadrant) work their way through the
game in order to gain power levels and accomplish the game’s objectives. For those reasons,
they are mostly gamers, and even potential gameplayers, if they are looking for ways to
exploit the game’s rules.

Explorers (in the “world-oriented” and “interaction” quadrant) are those who are con-
stantly looking to discover more of what the game has to offer. If the explorers focus mostly
on spatial exploration, they could be players or gamers; if they focus mostly on exploring
the game’s functionalities as intended by the game designers, they are best described as gam-
ers; lastly, if they explore functionalities that were not intended by the game designers (such
as bugs), they are mostly gameplayers.

Other typologies follow Bartle’s own, often comparing themselves to it, but also some-
times criticizing it. Nevertheless, Bartle’s research is still considered pioneering work and
has influenced, directly or indirectly, many scholars who have proposed their own taxono-
mies. For instance, in their empirical study, Schuurman et al. (2008) outlined eleven game
motivations that lead to the identification of four player profiles: (1) the overall convinced
gamer (“highly motivated to play video games . . . considers gaming as part of his or her
identity”); (2) the convinced competitive gamer (“also highly motivated . . . competition
with others and challenging oneself are the main drivers for this cluster”); (3) the escapist
gamer (“scores high on escapist motivations like being someone else, exploring new worlds,
and enjoying the freedom a game offers”); and (4) the pass-time [sic] gamer (“considers
gaming to be a nice way to spend some time, but has no other outspoken motivations
for playing video games”) (p. 49). Individuals that fit in the first two categories would be
gamers that may occasionally be gameplayers, and those from the last two would most
likely be players.

While typologies and other categorizations are mostly born from academic activities,
let us not forget that the results of this classification work can be used by industry stake-
holders — and even specifically commissioned by them — in order to better understand and
target their user base. One such applied schema was proposed by Parks Associates (2006),
a market research and consulting firm, who identified six types of players: (1) power gam-
ers (who could be gamers or gameplayers); (2) social gamers (who “enjoy gaming as a way
to interact with friends” — mostly players); (3) leisure gamers (who “mainly plays casual
titles” — mostly players, though they could also be gamers); (4) dormant gamers (who “love
gaming but spend little time because of family, work, or school” — who could be either
players, gamers, or gameplayers); (5) incidental gamers (who “play games mainly out of
boredom” — players); and (6) occasional gamers (who “play puzzle, word, and board games
almost exclusively” — players).

Casual or Hardcore?

While previous codifying efforts have tried to depict the inner workings of video game
users, and while each went to great lengths to suggest new, intricate, and detailed ways
of thinking about video games and the people who play them, we can’t avoid addressing
what may be the most common classifications of players, a dichotomy widely used by the
(specialized) press and players alike: that of casual players and hardcore players. Jesper Juul
(2010) aptly summarizes the stereotypical conventions associated with each kind, with such
statements as “has a preference for positive and pleasant fictions” and “dislikes difficult
games” to describe casual players and “has played a large number of video games” and
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“will invest large amounts of time and resources toward playing video games” to qualify
the hardcore players (p. 29). Still, Juul goes beyond the stereotypes, and, rather than assign-
ing positions to players on a continuum from “casual” to “hardcore”, he identifies four
traits exhibited by players: fiction preference (from “Positive” to “Negative”), game knowl-
edge (from “Low” to “High”), time investment (from “Low” to “High”), and attitude
toward difficulty (from “Dislikes” to “Prefers”). Among his findings following interviews
with game designers and players, Juul notes that, contrary to popular beliefs, casual players
are a much more diverse crowd in terms of game knowledge and willingness to invest time
in their gaming activities, and they do enjoy games that provide a good challenge relative
to their skill level.

Taking Games Seriously: From Cyber-Athletes to Game Scholars

There are three particular types of players that are difficult to fit into the categories previ-
ously discussed, but that are still important to consider: cyber-athletes, the players of seri-
ous games, and the playing analysts.

It would be inaccurate to call the participants of the first video game competitions “cyber-
athletes”, but video game competitions have been promoted by the industry at least since
the 1980s’ Atari-sponsored Space Invaders Tournament. Competitive playing enjoyed great
popularity among PC users during the 1990s with first-person shooters such as DOOM (id
Software, 1993), DOOM II (id Software, 1994), and Quake (id Software, 1996), but also
real-time strategy games such as those of the Warcraft (Blizzard Entertainment, 1994-2002)
and StarCraft (Blizzard Entertainment, 1998-2010) franchises played competitively over
modem connections or at LAN (local area network) parties. Today, competitive gaming is
a profession in some countries: in South Korea, for example, superstar gamers are treated
with great respect, equal to that afforded to famous practitioners of more physical and
spatial sports. Cyber-athletes resist Bartle’s taxonomy because the games they play have
little or no social components (though some games are played in teams and each player can
have a definite role in the competition). As for Perron’s categories, cyber-athletes certainly
aren’t players: they are gamers pushed to the extremes of the definition since their only goal
is to win the game. In order to achieve that goal, cyber-athletes must nonetheless display
the attitude of gameplayers: the cyber-athletes sustain no illusion and must be able to know
and understand the limits not only of the programmed rules of the game, but also of the
enforced rules in the competition itself. In every aspect of their gaming activities — from
training to the actual competitions — cyber-athletes must take the game seriously (for an
in-depth look into the emergence of competitive gaming, see Taylor, 2012; for a typology of
cyber-athletes, see Hedlund, 2021).

The term “serious games” is an umbrella term that now includes political games, social
games, educational games, and training games. The very use of the term “serious games”
isn’t without its challenges because different authors use it to refer only to one or two
types of games along the political/social/educational/training realm of possibilities. Add-
ing to this difficulty is the fact that linking together words such as “serious” and “games”
can result, depending on what definition of those words people are operating under, in an
oxymoron or a tautology (Breuer & Bente, 2010). As for educational and training game
players themselves, they are placed in an empowering situation, whereby they learn skills
to be used at the computer (for example, when practicing on very mundane typing games)
or outside of it (for example, when being put through very specialized military training

273



Frédéric Clément

simulations). Political and social games, however, sometimes rob users of their power over
the game world: by disempowering users, political and social games can better demonstrate
that a real-life situation can be unwinnable. Serious games are both a growing market and
an increasingly common subject for academic research (Breuer & Bente, 2010).

Playing analysts are mostly journalists in the video game field and scholars who tackle
video games for academic purposes. Espen Aarseth (2003) says of playing analysts that
they aren’t like other types of players and that they challenge classic typologies because
they can borrow from any roles proposed by Bartle by engaging with the games on different
levels. Aarseth thus proposes seven “strata of engagement” of playing analysts to identify
how “deep” their play is: superficial play, light play, partial completion, total completion,
repeated play, expert play, and innovative play. These strata may look like they form a
gradual curve from the players to the gameplayers, but even in a state of superficial or light
play, playing analysts remain meta-players who are (somehow) conscious that they are
playing a game, even going as far as monitoring themselves by recording game sessions for
academic purposes or by taking notes on their playing behavior.

With the increasing diversity of video games (and of ways to engage them) also comes
a diversity of ways to categorize video game users. Without trying to deprive users of the
power to refer to themselves as they see fit, it is the video game scholar’s responsibility to
take a step back in order to see the bigger picture. Categories and typologies of video game
users are abundant and come from various types of people: journalists, scholars, game
designers, research firms, and, of course, players themselves. While we may not know what
the future holds, it is a safe bet that new ways of playing will emerge in the coming years,
and, with them, new ways of thinking about what “playing” — and “player” — mean.
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REPETITION

Christopher Hanson

Introduction

While any individual play session of a given game may feature distinctive elements and
moments, almost all games and their associated pleasures are reliant upon the mechanic
of repetition and replay. Rarely does one play a game just once, and repetition is often
necessary in learning it. For instance, a beginning checkers player may engage in multiple
contests in order to fully learn the rules and develop effective play strategies. In almost all
games, a player practices their play through actions of repetition, both in specific drills
(such as a tennis player hitting balls against a wall) and more commonly through playing
and replaying the game itself. More than video games, many analog games such as sports or
less structured games such as “tag” often offer greater variation due to their play within the
“real world” and exposure to a potentially infinite number of variables that are frequently
unrepeatable; environmental factors, energy levels, and moods all may continuously shape
and alter each player’s game strategies and movement through the arena of play. Some
analog games such as chess and other tabletop games may limit these variables and can be
repeatable in a manner similar to video games, as discussed later. Video games place an even
greater emphasis on the function of repetition and replay than analog games as the player
must learn not only the rules but also potentially complex control and interface systems
in order to master game environs, the latter of which often demand multiple navigational
attempts through particularly challenging areas within the game. Torben Grodal argues
that video games demonstrate an “aesthetic of repetition”, wherein much like the skills
that we must repeat to develop and master in everyday life (e.g., walking or riding a bike),
video games demand that the player engage in “repetitive rehearsal” of the controls and
game mechanics in order to master them (2003, p. 148). For example, a player of Super
Mario Bros. (Nintendo, 1985) must learn the spatial and temporal patterns of the game in
order to successfully navigate its levels and challenges. Rhythm games such as Dance Dance
Revolution (Konami, 1998) and Beat Saber (Beat Games, 2019) emphasize repetition as
a form of mastery, rating a player’s “performance” by the accuracy with which they are
able to emulate and mimic the game’s prompts; complex musical games such as Rocksmith
(Ubisoft, 2011), in which players use real musical instruments, more closely emulate the
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more complex modes of repetition found in real-world mastery. Other games encourage
players to re-visit and re-explore specific areas with new capabilities or powers or to replay
through them in their entirety in order to fully “complete” them. Furthermore, several
video games incorporate elements of replay in their core game mechanic by allowing the
player to actively control and navigate temporal structures within the game.

Time, Repetition, and Pleasure in Video Games

The role of repetition in video games is strongly linked to that of time. As Mark J. P. Wolf
reminds us: “as in the cinema, temporal structures are a central element of a video game’s
experience” (2001, p. 90). Jesper Juul points out that time in video games is typically
chronological, which differentiates games from other narrative forms, and proposes that
this mapping between the time in the player’s “real world” and the time in the game world
emphasizes the present: “There is a basic sense of #ow when you play a game; the events
in a game, be they ever so strange and unlike the player’s situation, have a basic link to
the player” (2004, p. 134). Thus, whether the game constantly emphasizes speedy reac-
tions in real time (as in the case of an action or esports game) or if it instead slows time
to a turn-based structure (such as in a strategy game such as chess), the significance of the
player’s action at the moment of their play is linked to the “now”. Barry Atkins contends
that the player’s focus is always upon that which is yet to happen and suggests that video
games place the player’s attention on “what happens next if I”, shifting the focus from a
traditionally unfolding narrative to one in which the player is the center of the narrative and
always future-oriented (2006, p. 137). In this fixation on the future, the player’s recognition
of and familiarity with the patterns of the game environment can play a significant role in
their success.

Given that video games are inherently computational structures, it is helpful to build
from Juul’s description of the game as a “state machine” (a term he borrows from computer
science), in which the system’s functional state and output are determined by the player’s
input (2004, pp. 132-133). In the most rudimentary sense, games are rule-based systems
governed by changes in states. Video games process data input by the player in accord with
these rules and output a change in the game state in response to these data. In turn, the
player inputs more data, and the loop continues, with the player constantly responding
to changing game states. Successful play of a game requires proper response to the game’s
state, and it should be noted that even analog games are almost entirely state machines in
which a state or finite set of conditions exists and then is altered by the player’s or players’
play. Consider a game of chess. To begin play, the pieces for both sides are arranged in a
pre-determined pattern on opposite sides of a board. When the first player moves a piece,
the board and game’s state changes in a discrete fashion, altering both the configuration
of pieces upon the board and also the resultant possible moves (as defined by the rules of
the game); a game’s capacity for repetition is linked to these discrete changes in the game’s
state. In chess, one may replay famous matches (or portions thereof) by replicating the pre-
cise moves or “states” within in the game. There are a finite number of types of pieces in a
chess game and a similarly limited number of places that they may occupy, and thus a game
of chess may be precisely repeated. The state machine model also offers predictability: a
particular input, when combined with the current “state”, should produce the same output.
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To varying degrees, most video games demonstrate essential elements of predictability
in both their play and the behavior of their non-player-characters (NPCs), which may be
controlled by artificial intelligence (AI) routines. This predictability is strongly linked to
the pleasures of play, from video games with the most rudimentary Al behaviors to those
that are the most multifarious. For example, if, via observation from play or replay, players
can predict that the aliens in Space Invaders (Taito, 1978) will constantly move from left
to right, then they may plan their actions accordingly. Similarly, a player of Halo Infinite
(343 Industries, 2021) will learn that certain NPCs use cover and hide behind elements
of the game landscape to better protect themselves when the player is assaulting and then
conversely become more aggressive when the player is not attacking, allowing him/her to
develop better play strategies through what Grodal terms “repetitive learning processes”
(2003, p. 153). As he describes, this process of learning these mechanics of a game progress
through the stages of unfamiliarity and challenge (the player first must learn the game and
strategies requisite for its play), to mastery (here, the player grows accustomed to the game
world and achieves a level of immersion in their play due to this familiarity), and finally to
automation (the player’s play becomes mechanical as the game world becomes overly pre-
dictable) (2003, p. 148). The ways in which the player learns the play mechanics of a game
differ considerably between video game genres, as do the methods by which game genres
use repetition; puzzle games with fairly simple controls and play mechanics such as Tezris
(Alexey Pajitnov, 1984) engender a rapid degree of mastery and automation, while genres
with more complex mechanics may require the player to play and replay such games many
times in order to master them. Using an example from Tomb Raider II (Core Design, 1997)
of a perilous jump to an invisible platform that can effectively only be discovered through
trial and error, Rolf Nohr observes that the “player subordinates to a routine of repetition”
(2013, p. 67). Nohr contends that the player’s “self-optimization™ adheres to both the log-
ics of the game but also to larger social structures of regulation and control.

In “Beyond the Pleasure Principle”, Sigmund Freud argues for the relationship between
repetition and pleasure: “repetition, the re-experiencing of something identical, is clearly
in itself a source of pleasure” (1920, p. 36). Freud associates the pleasures of repetition to
his observations of a childhood game based on the anxieties and pleasures provoked by the
dual processes of disappearance and return of a familiar object. In their desire to success-
fully navigate a game space, players must persistently replay the section in order to perfect
their play and gain mastery over the space; this connection between mastery and pleasure
further supports Grodal’s “aesthetic of repetition” at work in the video game. Similarly,
Wolf suggests that the tendency of games to loop obstacles (such as in the case of the repeat-
ing traffic pattern through which a player must guide a frog in Frogger [Konami, 1981])
is indicative of the need for the player’s familiarity with and mastery of both spatial and
temporal structures within a game (2001, p. 81). The player’s mastery is thus linked to pre-
dictability in game behavior and its patterns of movement through repeated play; platform
games often prominently feature predictability in the movement of NPCs, platforms, and
hazards. “Speedrunning” a game (or portion thereof) describes completing it in the shortest
time possible and exemplifies these player proficiencies to perfect their movement through
the game. Successful speedruns often exploit in-game glitches while simultaneously building
from the shared knowledge of player communities that repeatedly replay a game countless
times to discover shortcuts.
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Industrial Strategies

Industrial practices have emphasized repetition as a means of helping to both introduce con-
sumers to video games and to allow players to learn how to play them. Many video games
are fundamentally built around challenges of physical dexterity or logical problem-solving.
Players must typically manipulate an interface, such as a gamepad or joystick and several
buttons, to control an avatar or sequence of events presented on an electronic screen. The
player must inevitably complete trials that range from the rudimentary (e.g., move a char-
acter from one game space to another) to the considerably more conceptually complex (e.g.,
solve a puzzle to acquire an object from one game space that may only be used in conjunc-
tion with several other objects to overcome another obstacle). Video games commonly
privilege exact and dexterous manipulation of game elements — most often, the player-
character’s avatar — in order to succeed within the game’s system of scoring and play. To
reduce player frustration, games that require such exacting control often incorporate mech-
anisms to accommodate the learning curve inherent to the variations of their interfaces and
play mechanics. A player is thus given more time to learn the mechanics of play within a
given game, rather than immediately ending the game upon the player’s mistake. Perhaps
the most readily apparent paradigm of this type of mechanism is the notion of “lives” or
“tries” in a game, which were popularized by arcade games such as Space Invaders and
can be traced to earlier electromechanical and pinball games. This mechanism allows the
player several (most commonly, three) attempts within the same particular game instance.
If a player fails to navigate a particular section (for example, being caught by a ghost in
a game of Ms. Pac-Man [Bally-Midway, 1982]), a “life” is deducted from the player, and
the game’s state is reset to an earlier moment or difficulty level at which the player lost the
life. In some games, players may be awarded bonus lives for reaching specific goals within
the game, such as accumulated point totals, effectively rewarding the player for precise
play and extending the length of their game. In addition to alleviating player frustration,
this game mechanic serves an economic purpose: players must pay each time they play
an arcade game. Carly A. Kocurek argues that this industrial strategy also functioned as
a “crash course in spending for youths”, helping to train them in the economic logics of
capitalism and introducing arcade players to “computers as approachable, technologies just
as the workplace was entering a period of massive computerization” (2012, pp. 193-194).

As games became increasingly popular in domestic settings on personal computers and
home consoles, more nuanced mechanisms for extending play became prevalent and were
occasionally linked to the emergence of other game genres such as role-playing games
(RPGs). The first-person shooter (FPS) Castle Wolfenstein 3D (id Software, 1992) allocates
the player only one life but instead employs a health meter that fluctuates upward and
downward respectively based on injuries sustained and healed by the player’s avatar. As
players learn the mechanics of play and attempt the navigation of the game’s spaces, their
avatar may be gradually injured (in lieu of being killed outright), allowing them to learn
how to better negotiate the game and manage the avatar’s virtual health state. While arcade
games require the player to insert coins to play, home games are most typically purchased
outright for a far greater amount of money. The pronounced difference in cost between
games designed for arcade and home markets has effected an assessment of a home game’s
purchase price as measured against its long-term recreational use-value; this valuation of a
game’s potential for pleasurable return on investment is termed “replay value”, by which a
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game’s potential for continued play after its completion is measured. As such, arcade games
tend to privilege shorter game sessions, while games designed for domestic settings (which
are thus sold to the consumer outright) are characterized by significantly longer invest-
ments of player time and a pronounced propensity toward game designs that incorporate
a degree of finality and completion; this tendency toward games that can be “finished” has
placed an increased emphasis on “replay value” for home games as a means to increase the
player’s desire to play the game again after it is has been completed — and thus increasing
its perceived recreational use-value.

Given the linkage between a game’s perceived replay value and the likelihood of its
purchase by a player, varied game design and industrial strategies have emerged as a means
of increasing a game’s replay value. Perhaps the most common method of adding “replay
value” to a game is via the addition of a multiplayer mode, effectively adding the indefinite
variability of the actions of other players to the game’s play mechanics, as evinced in esports
games such as League of Legends (Riot Games, 2009) or Counter-Strike: Global Offensive
(Valve, 2012). Another technique of adding replay value establishes set rules of play and
then randomly generates the content of the game in an attempt to effect a unique play expe-
rience each time the game is played (within the confines provided by the game rules). Such
an approach could be compared to a sports or esports event — the rules and regulations of
a given match are pre-determined, but each instance or game played results in a relatively
unique outcome. An early example of such a game is Rogue (1980), a game first developed
by students Ken Arnold, Michael Toy, and Glenn Wichman on large computer mainframes
found in research institutions. Each time the fantasy dungeon-exploring game Rogue is
played, it random